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Preface

Wireless ad-hoc sensor networks are a very active research subject, as they have high potential to provide diverse services to numerous important applications, including remote monitoring and tracking in environmental applications and low-maintenance ambient intelligence in everyday life. The effective and efficient realization of such large-scale, complex ad-hoc networking environments requires intensive, coordinated technical research and development efforts, especially in power-aware, scalable, robust wireless distributed protocols, due to the unusual application requirements and the severe resource constraints of the sensor devices.

On the other hand, a solid foundational background seems necessary for sensor networks to achieve their full potential. It is a challenge for abstract modeling, algorithmic design and analysis to achieve provably efficient, scalable and fault-tolerant realizations of such huge, highly dynamic, complex, non-conventional networks. Features including the extremely large number of sensor devices in the network, the severe power, computing and memory limitations, their dense, random deployment and frequent failures pose new, interesting challenges of great practical impact for abstract modeling, algorithmic design, analysis and implementation.

This workshop aimed at bringing together research contributions related to diverse algorithmic and complexity-theoretic aspects of wireless sensor networks. This was the fourth event in the series. ALGOSENSORS 2004 was held in Turku, Finland, ALGOSENSORS 2006 was held in Venice, Italy, and ALGOSENSORS 2007 was held in Wroclaw, Poland. Since its beginning, ALGOSENSORS has been collocated with ICALP. Previous proceedings have appeared in the Springer LNCS series: vol. 3121 (2004), vol. 4240 (2006), and vol. 4837 (2007).

ALGOSENSORS 2008 was part of ICALP 2008 and was held on July 12 2008 in Reykjavik, Iceland. After a careful review by the Program Committee, 11 out of 27 submissions were accepted; in addition, a keynote speech was given by Roger Wattenhofer. The Program Committee appreciates the help of 35 external referees, who provided additional expertise. We are also thankful for the help of the sponsors (EU-project “FRONTS” and coalesenses), who supported the organization of the meeting as well as a best-paper award.
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Algorithms for Sensor Networks:
What Is It Good for?

Roger Wattenhofer

Distributed Computing Group
Computer Engineering and Networks Laboratory
Information Technology and Electrical Engineering
ETH Zurich
Switzerland
wattenhofer@tik.ee.ethz.ch

Abstract. Absolutely nothing!? The merit of theory and algorithms in
the context of wireless sensor and ad hoc networks is often questioned.
Admittedly, coming up with theory success stories that will be accepted
by practitioners is not easy. In my talk I will discuss the current score of
the Theory vs. Practice game, after playing seven years for the Theory
team. Probably due to a “seven year itch”, I recently also started playing
for the Practice team.
Tight Local Approximation Results
for Max-Min Linear Programs

Patrik Floréen, Marja Hassinen, Petteri Kaski, and Jukka Suomela

Helsinki Institute for Information Technology HIIT
Helsinki University of Technology and University of Helsinki
P.O. Box 68, FI-00014 University of Helsinki, Finland
patrik.floreen@cs.helsinki.fi, marja.hassinen@cs.helsinki.fi,
petteri.kaski@cs.helsinki.fi, jukka.suomela@cs.helsinki.fi

Abstract. In a bipartite max-min LP, we are given a bipartite graph
\( G = (V \cup I \cup K, E) \), where each agent \( v \in V \) is adjacent to exactly
one constraint \( i \in I \) and exactly one objective \( k \in K \). Each agent \( v \)
controls a variable \( x_v \). For each \( i \in I \) we have a nonnegative linear
constraint on the variables of adjacent agents. For each \( k \in K \) we have a
nonnegative linear objective function of the variables of adjacent agents.
The task is to maximise the minimum of the objective functions. We
study local algorithms where each agent \( v \) must choose \( x_v \) based on input
within its constant-radius neighbourhood in \( G \). We show that for every
\( \epsilon > 0 \) there exists a local algorithm achieving the approximation ratio
\( \Delta_I(1 - 1/\Delta_K) + \epsilon \). We also show that this result is the best possible – no
local algorithm can achieve the approximation ratio \( \Delta_I(1 - 1/\Delta_K) \). Here
\( \Delta_I \) is the maximum degree of a vertex \( i \in I \), and \( \Delta_K \) is the maximum
degree of a vertex \( k \in K \). As a methodological contribution, we introduce
the technique of graph unfolding for the design of local approximation
algorithms.

1 Introduction

As a motivating example, consider the task of data gathering in the following
sensor network.

Each open circle is a sensor node \( k \in K \), and each box is a relay node \( i \in I \).
The graph depicts the communication links between sensors and relays. Each
sensor produces data which needs to be routed via adjacent relay nodes to a
base station (not shown in the figure).

For each pair consisting of a sensor \( k \) and an adjacent relay \( i \), we need to
decide how much data is routed from \( k \) via \( i \) to the base station. For each such
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decision, we introduce an agent \( v \in V \); these are shown as black dots in the figure. We arrive at a bipartite graph \( G \) where the set of vertices is \( V \cup I \cup K \) and each edge joins an agent \( v \in V \) to a node \( j \in I \cup K \).

Associated with each agent \( v \in V \) is a variable \( x_v \). Each relay constitutes a bottleneck: the relay has a limited battery capacity, which sets a limit on the total amount of data that can be forwarded through it. The task is to maximise the minimum amount of data gathered from a sensor node. In our example, the variable \( x_2 \) is the amount of data routed from the sensor \( k_2 \) via the relay \( i_1 \), the battery capacity of the relay \( i_1 \) is an upper bound for \( x_1 + x_2 + x_3 \), and the amount of data gathered from the sensor node \( k_2 \) is \( x_2 + x_4 \). Assuming that the maximum capacity of a relay is 1, the optimisation problem is to

\[
\text{maximise } \min \{ x_1, x_2 + x_4, x_3 + x_5 + x_7, x_6 + x_8, x_9 \}
\]

subject to
\[
\begin{align*}
x_1 + x_2 + x_3 & \leq 1, \\
x_4 + x_5 + x_6 & \leq 1, \\
x_7 + x_8 + x_9 & \leq 1,
\end{align*}
\]
\[
x_1, x_2, \ldots, x_9 \geq 0.
\]

(1)

In this work, we study local algorithms [1] for solving max-min linear programs (LPs) such as (1). In a local algorithm, each agent \( v \in V \) must choose the value \( x_v \) solely based on its constant-radius neighbourhood in the graph \( G \). Such algorithms provide an extreme form of scalability in distributed systems; among others, a change in the topology of \( G \) affects the values \( x_v \) only in a constant-radius neighbourhood.

### 1.1 Max-Min Linear Programs

Let \( G = (V \cup I \cup K, E) \) be a bipartite, undirected communication graph where each edge \( e \in E \) is of the form \( \{v, j\} \) with \( v \in V \) and \( j \in I \cup K \). The elements \( v \in V \) are called agents, the elements \( i \in I \) are called constraints, and the elements \( k \in K \) are called objectives; the sets \( V, I, \) and \( K \) are disjoint. We define \( \begin{align*} V_i &= \{v \in V : \{v, i\} \in E\}, \\
V_k &= \{v \in V : \{v, k\} \in E\}, \\
I_v &= \{i \in I : \{v, i\} \in E\}, \\
K_v &= \{k \in K : \{v, k\} \in E\} \end{align*} \) for all \( i \in I, k \in K, v \in V \).

We assume that \( G \) is a bounded-degree graph; in particular, we assume that \(|V_i| \leq \Delta_I \) and \(|V_k| \leq \Delta_K \) for all \( i \in I \) and \( k \in K \) for some constants \( \Delta_I \) and \( \Delta_K \).

A max-min linear program associated with \( G \) is defined as follows. Associate a variable \( x_v \) with each agent \( v \in V \), associate a coefficient \( a_{iv} \geq 0 \) with each edge \( \{i, v\} \in E \), \( i \in I, v \in V \), and associate a coefficient \( c_{kv} \geq 0 \) with each edge \( \{k, v\} \in E \), \( k \in K, v \in V \). The task is to

\[
\text{maximise } \omega = \min_{k \in K} \sum_{v \in V_k} c_{kv} x_v \\
\text{subject to } \sum_{v \in V_i} a_{iv} x_v \leq 1 \quad \forall i \in I, \\
x_v \geq 0 \quad \forall v \in V.
\]

(2)

We write \( \omega^* \) for the optimum of (2).
1.2 Special Cases of Max-Min LPs

A max-min LP is a generalisation of a packing LP. Namely, in a packing LP there is only one linear nonnegative function to maximise, while in a max-min LP the goal is to maximise the minimum of multiple nonnegative linear functions.

Our main focus is on the bipartite version of the max-min LP problem. In the bipartite version we have \(|I_v| = |K_v| = 1\) for each \(v \in V\). We also define the 0/1 version [2]. In that case we have \(a_{iv} = 1\) and \(c_{kv} = 1\) for all \(v \in V, i \in I_v, k \in K_v\).

Our example (1) is both a bipartite max-min LP and a 0/1 max-min LP.

The distance between a pair of vertices \(s, t \in V \cup I \cup K\) in \(G\) is the number of edges on a shortest path connecting \(s\) and \(t\) in \(G\). We write \(B_G(s, r)\) for the set of vertices within distance at most \(r\) from \(s\). We say that \(G\) has bounded relative growth \(1 + \delta\) beyond radius \(R \in \mathbb{N}\) if

\[
\frac{|V \cap B_G(v, r + 2)|}{|V \cap B_G(v, r)|} \leq 1 + \delta \quad \text{for all } v \in V, r \geq R.
\]

Any bounded-degree graph \(G\) has a constant upper bound for \(\delta\). Regular grids are a simple example of a family of graphs where \(\delta\) approaches 0 as \(R\) increases [3].

1.3 Local Algorithms and the Model of Computation

A local algorithm [1] is a distributed algorithm in which the output of a node is a function of input available within a fixed-radius neighbourhood; put otherwise, the algorithm runs in a constant number of communication rounds. In the context of distributed max-min LPs, the exact definition is as follows.

We say that the local input of a node \(v \in V\) consists of the sets \(I_v\) and \(K_v\) and the coefficients \(a_{iv}, c_{kv}\) for all \(i \in I_v, k \in K_v\). The local input of a node \(i \in I\) consists of \(V_i\) and the local input of a node \(k \in K\) consists of \(V_k\). Furthermore, we assume that either (a) each node has a unique identifier given as part of the local input to the node [14]; or, (b) each vertex independently introduces an ordering of the edges incident to it. The latter, strictly weaker, assumption is often called port numbering [5]; in essence, each edge \(\{s, t\}\) in \(G\) has two natural numbers associated with it: the port number in \(s\) and the port number in \(t\).

Let \(A\) be a deterministic distributed algorithm executed by each of the nodes of \(G\) that finds a feasible solution \(x\) to any max-min LP [2] given locally as input to the nodes. Let \(r \in \mathbb{N}\) be a constant independent of the input. We say that \(A\) is a local algorithm with local horizon \(r\) if, for every agent \(v \in V\), the output \(x_v\) is a function of the local input of the nodes in \(B_G(v, r)\). Furthermore, we say that \(A\) has the approximation ratio \(\alpha \geq 1\) if \(\sum_{v \in V_k} c_{kv} x_v \geq \omega^*/\alpha\) for all \(k \in K\).

1.4 Contributions and Prior Work

The following local approximability result is the main contribution of this paper.

**Theorem 1.** For any \(\Delta_I \geq 2, \Delta_K \geq 2, \) and \(\epsilon > 0\), there exists a local approximation algorithm for the bipartite max-min LP problem with the approximation ratio \(\Delta_I(1 - 1/\Delta_K) + \epsilon\). The algorithm assumes only port numbering.
We also show that the positive result of Theorem 1 is tight. Namely, we prove a matching lower bound on local approximability, which holds even if we assume both 0/1 coefficients and unique node identifiers.

**Theorem 2.** For any $\Delta_I \geq 2$ and $\Delta_K \geq 2$, there exists no local approximation algorithm for the max-min LP problem with the approximation ratio $\Delta_I(1 - 1/\Delta_K)$. This holds even in the case of a bipartite, 0/1 max-min LP and with unique node identifiers given as input.

Considering Theorem 1 in light of Theorem 2, we find it somewhat surprising that unique node identifiers are not required to obtain the best possible local approximation algorithm for bipartite max-min LPs.

In terms of earlier work, Theorem 1 is an improvement on the safe algorithm [3,6] which achieves the approximation ratio $\Delta_I$. Theorem 2 improves upon the earlier lower bound $(\Delta_I + 1)/2 - 1/(2\Delta_K - 2)$ [3]; here it should be noted that our definition of the local horizon differs by a constant factor from earlier work [3] due to the fact that we have adopted a more convenient graph representation instead of a hypergraph representation.

In the context of packing and covering LPs, it is known [7] that any approximation ratio $\alpha > 1$ can be achieved by a local algorithm, assuming a bounded-degree graph and bounded coefficients. Compared with this, the factor $\Delta_I(1 - 1/\Delta_K)$ approximation in Theorem 1 sounds somewhat discouraging considering practical applications. However, the constructions that we use in our negative results are arguably far from the structure of, say, a typical real-world wireless network. In prior work [3] we presented a local algorithm that achieves a factor $1 + (2 + o(1))\delta$ approximation assuming that $G$ has bounded relative growth $1 + \delta$ beyond some constant radius $R$; for a small $\delta$, this is considerably better than $\Delta_I(1 - 1/\Delta_K)$ for general graphs. We complement this line of research on bounded relative growth graphs with a negative result that matches the prior positive result [3] up to constants.

**Theorem 3.** Let $\Delta_I \geq 3$, $\Delta_K \geq 3$, and $0 < \delta < 1/10$. There exists no local approximation algorithm for the max-min LP problem with an approximation ratio less than $1 + \delta/2$. This holds even in the case of a bipartite max-min LP where the graph $G$ has bounded relative growth $1 + \delta$ beyond some constant radius $R$.

From a technical perspective, the proof of Theorem 1 relies on two ideas: graph unfolding and the idea of averaging local solutions of local LPs.

We introduce the unfolding technique in Sect. 2. In essence, we expand the finite input graph $G$ into a possibly infinite tree $T$. Technically, $T$ is the universal covering of $G$ [5]. While such unfolding arguments have been traditionally used to obtain impossibility results [8] in the context of distributed algorithms, here we use such an argument to simplify the design of local algorithms. In retrospect, our earlier approximation algorithm for 0/1 max-min LPs [2] can be interpreted as an application of the unfolding technique.

The idea of averaging local LPs has been used commonly in prior work on distributed algorithms [3,7,9,10]. Our algorithm can also be interpreted as a generalisation of the safe algorithm [6] beyond local horizon $r = 1$. 
To obtain our negative results – Theorems 2 and 3 – we use a construction based on regular high-girth graphs. Such graphs \[11,12,13,14\] have been used in prior work to obtain impossibility results related to local algorithms \[4,7,15\].

## 2 Graph Unfolding

Let \( \mathcal{H} = (V, E) \) be a connected undirected graph and let \( v \in V \). Construct a (possibly infinite) rooted tree \( \mathcal{T}_v = (\bar{V}, \bar{E}) \) and a labelling \( f_v : \bar{V} \to V \) as follows. First, introduce a vertex \( \bar{v} \) as the root of \( \mathcal{T}_v \) and set \( f_v(\bar{v}) = v \). Then, for each vertex \( u \) adjacent to \( v \) in \( \mathcal{H} \), add a new vertex \( \bar{u} \) as a child of \( \bar{v} \) and set \( f_v(\bar{u}) = u \). Then expand recursively as follows. For each unexpanded \( \bar{t} \neq \bar{v} \) with parent \( \bar{s} \), and each \( u \neq f(\bar{s}) \) adjacent to \( f(\bar{t}) \) in \( \mathcal{H} \), add a new vertex \( \bar{u} \) as a child of \( \bar{t} \) and set \( f_v(\bar{u}) = u \). Mark \( \bar{t} \) as expanded.

This construction is illustrated in Fig. 1. Put simply, we traverse \( \mathcal{H} \) in a breadth-first manner and treat vertices revisited due to a cycle as new vertices; in particular, the tree \( \mathcal{T}_v \) is finite if and only if \( \mathcal{H} \) is acyclic.

\[\begin{align*}
\mathcal{H}: & \\
(T_a, f_a): & \\
(T_c, f_c): & \\
(T, f): & 
\end{align*}\]

Fig. 1. An example graph \( \mathcal{H} \) and its unfolding \((\mathcal{T}, f)\)

The rooted, labelled trees \((\mathcal{T}_v, f_v)\) obtained in this way for different choices of \( v \in V \) are isomorphic viewed as unrooted trees \[5\]. For example, the infinite labelled trees \((\mathcal{T}_a, f_a)\) and \((\mathcal{T}_c, f_c)\) in Fig. 1 are isomorphic and can be transformed into each other by rotations. Thus, we can define the unfolding of \( \mathcal{H} \) as the labelled tree \((\mathcal{T}, f)\) where \( \mathcal{T} \) is the unrooted version of \( \mathcal{T}_v \) and \( f = f_v \); up to isomorphism, this is independent of the choice of \( v \in V \).

### 2.1 Unfolding in Graph Theory and Topology

We briefly summarise the graph theoretic and topological background related to the unfolding \((\mathcal{T}, f)\) of \( \mathcal{H} \).

From a graph theoretic perspective, using the terminology of Godsil and Royle \[17 \S 6.8\], the surjection \( f \) is a homomorphism from \( \mathcal{T} \) to \( \mathcal{H} \). Moreover, it is a local isomorphism: the neighbours of \( \bar{v} \in \bar{V} \) are in one-to-one correspondence with the neighbours of \( f(\bar{v}) \in V \). A surjective local isomorphism \( f \) is a covering map and \((\mathcal{T}, f)\) is a covering graph of \( \mathcal{H} \).
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Covering maps in graph theory can be interpreted as a special case of covering maps in topology: \( T \) is a covering space of \( H \) and \( f \) is, again, a covering map. See, e.g., Hocking and Young \cite{HockingYoung} §4.8 or Munkres \cite{Munkres} §53.

In topology, a simply connected covering space is called a universal covering space \cite{HockingYoung} §4.8, \cite{Munkres} §80. An analogous graph-theoretic concept is a tree: unfolding \( T \) of \( H \) is equal to the universal covering \( \mathcal{U}(H) \) of \( H \) as defined by Angluin \cite{Angluin}.

Unfortunately, the term “covering” is likely to cause confusion in the context of graphs. The term “lift” has been used for a covering graph \cite{HockingYoung, Munkres}. We have borrowed the term “unfolding” from the field of model checking; see, e.g., Esparza and Heljanko \cite{EsparzaHeljanko}.

2.2 Unfolding and Local Algorithms

Let us now view the graph \( H \) as the communication graph of a distributed system, and let \((T, f)\) be the unfolding of \( H \). Even if \( T \) in general is countably infinite, a local algorithm \( \mathcal{A} \) with local horizon \( r \) can be designed to operate at a node of \( v \in H \) exactly as if it was a node \( \bar{v} \in f^{-1}(v) \) in the communication graph \( T \). Indeed, assume that the local input at \( \bar{v} \) is identical to the local input at \( f(\bar{v}) \), and observe that the radius \( r \) neighbourhood of the node \( \bar{v} \) in \( T \) is equal to the rooted tree \( T_v \) trimmed to depth \( r \); let us denote this by \( T_v(r) \). To gather the information in \( T_v(r) \), it is sufficient to gather information on all walks of length at most \( r \) starting at \( v \) in \( H \); using port numbering, the agents can detect and discard walks that consecutively traverse the same edge.

Assuming that only port numbering is available, the information in \( T_v(r) \) is in fact all that the agent \( v \) can gather. Indeed, to assemble, say, the subgraph of \( H \) induced by \( B_H(v, r) \), the agent \( v \) in general needs to distinguish between a short cycle and a long path, and these are indistinguishable without node identifiers.

2.3 Unfolding and Max-Min LPs

Let us now consider a max-min LP associated with a graph \( G \). The unfolding of \( G \) leads in a natural way to the unfolding of the max-min LP. We show in this section that in order to prove Theorem 1, it is sufficient to design a local approximation algorithm for unfoldings of a max-min LP.

Unfolding requires us to consider max-min LPs where the underlying communication graph is countably infinite. The graph is always a bounded-degree graph, however. This allows us to circumvent essentially all of the technicalities otherwise encountered with infinite problem instances; cf. Anderson and Nash \cite{AndersonNash}. For the purposes of this work, it suffices to define that \( x \) is a feasible solution with utility at least \( \omega \) if \((x, \omega)\) satisfies

\[
\begin{align*}
\sum_{v \in V_k} c_{kv} x_v & \geq \omega & \forall k \in K, \\
\sum_{v \in V_i} a_{iv} x_v & \leq 1 & \forall i \in I, \\
x_v & \geq 0 & \forall v \in V.
\end{align*}
\] (3)
Observe that each of the sums in (3) is finite. Furthermore, this definition is compatible with the finite max-min LP defined in Sect. 1.1. Namely, if \( \omega^* \) is the optimum of a finite max-min LP, then there exists a feasible solution \( x^* \) with utility at least \( \omega^* \).

Let \( G = (V \cup I \cup K, E) \) be the underlying finite communication graph. Unfold \( G \) to obtain a (possibly infinite) tree \( T = (\bar{V} \cup \bar{I} \cup \bar{K}, \bar{E}) \) with a labelling \( f \). Extend this to an unfolding of the max-min LP by associating a variable \( x_{\bar{v}} \) with each agent \( \bar{v} \in \bar{V} \), the coefficient \( a_{\bar{i}, \bar{v}} = a_{f(\bar{i}), f(\bar{v})} \) for each edge \( \{\bar{i}, \bar{v}\} \in \bar{E} \), \( \bar{i} \in \bar{I} \), \( \bar{v} \in \bar{V} \), and the coefficient \( c_{\bar{k}, \bar{v}} = c_{f(\bar{k}), f(\bar{v})} \) for each edge \( \{\bar{k}, \bar{v}\} \in \bar{E} \), \( \bar{k} \in \bar{K} \), \( \bar{v} \in \bar{V} \). Furthermore, assume an arbitrary port numbering for the edges incident to each of the nodes in \( G \), and extend this to a port numbering for the edges incident to each of the nodes in \( T \) so that the port numbers at the ends of each edge \( \{\bar{u}, \bar{v}\} \in \bar{E} \) are identical to the port numbers at the ends of \( \{f(\bar{u}), f(\bar{v})\} \).

**Lemma 1.** Let \( \bar{A} \) be a local algorithm for unfoldings of a family of max-min LPs and let \( \alpha \geq 1 \). Assume that the output \( x \) of \( \bar{A} \) satisfies \( \sum_{\bar{v} \in \bar{V}_k} c_{\bar{k}, \bar{v}} x_{\bar{v}} \geq \omega' / \alpha \) for all \( k \in \bar{K} \) if there exists a feasible solution with utility at least \( \omega' \). Furthermore, assume that \( \bar{A} \) uses port numbering only. Then, there exists a local approximation algorithm \( A \) with the approximation ratio \( \alpha \) for this family of max-min LPs.

**Proof.** Let \( x^* \) be an optimal solution of the original instance, with utility \( \omega^* \). Set \( x_{\bar{v}} = x^*_{f(\bar{v})} \) to obtain a solution of the unfolding. This is a feasible solution because the variables of the agents adjacent to a constraint \( \bar{i} \) in the unfolding have the same values as the variables of the agents adjacent to the constraint \( f(\bar{i}) \) in the original instance. By similar reasoning, we can show that this is a feasible solution with utility at least \( \omega^* \).

Construct the local algorithm \( A \) using the assumed algorithm \( \bar{A} \) as follows. Each node \( v \in V \) simply behaves as if it was a node \( \bar{v} \in f^{-1}(v) \) in the unfolding \( T \) and simulates \( \bar{A} \) for \( \bar{v} \) in \( T \). By assumption, the solution \( x \) computed by \( \bar{A} \) in the unfolding has to satisfy

\[
\sum_{\bar{v} \in \bar{V}_k} c_{\bar{k}, \bar{v}} x_{\bar{v}} \geq \omega^* / \alpha \quad \forall \bar{k} \in \bar{K},
\]

\[
\sum_{\bar{v} \in \bar{V}_i} a_{\bar{i}, \bar{v}} x_{\bar{v}} \leq 1 \quad \forall \bar{i} \in \bar{I}.
\]

Furthermore, if \( f(\bar{u}) = f(\bar{v}) \) for \( \bar{u}, \bar{v} \in \bar{V} \), then the neighbourhoods of \( \bar{u} \) and \( \bar{v} \) contain precisely the same information (including the port numbering), so the deterministic \( \bar{A} \) must output the same value \( x_{\bar{u}} = x_{\bar{v}} \). Giving the output \( x_v = x_{\bar{v}} \) for any \( \bar{v} \in f^{-1}(v) \) therefore yields a feasible, \( \alpha \)-approximate solution to the original instance.

We observe that Lemma 1 generalises beyond max-min LPs; we did not exploit the linearity of the constraints and the objectives.

### 3 Approximability Results

We proceed to prove Theorem 1. Let \( \Delta_I \geq 2 \), \( \Delta_K \geq 2 \), and \( \epsilon > 0 \) be fixed. By virtue of Lemma 1 it suffices to consider only bipartite max-min LPs where the graph \( G \) is a (finite or countably infinite) tree.
To ease the analysis, it will be convenient to regularise $G$ to a countably infinite tree with $|V_i| = \Delta_I$ and $|V_k| = \Delta_K$ for all $i \in I$ and $k \in K$.

To this end, if $|V_i| < \Delta_I$ for some $i \in I$, add $\Delta_I - |V_i|$ new virtual agents as neighbours of $i$. Let $v$ be one of these agents. Set $a_{iv} = 0$ so that no matter what value one assigns to $x_v$, it does not affect the feasibility of the constraint $i$. Then add a new virtual objective $k$ adjacent to $v$ and set, for example, $c_{kv} = 1$. As one can assign an arbitrarily large value to $x_v$, the virtual objective $k$ will not be a bottleneck.

Similarly, if $|V_k| < \Delta_K$ for some $k \in K$, add $\Delta_K - |V_k|$ new virtual agents as neighbours of $k$. Let $v$ be one of these agents. Set $c_{kv} = 0$ so that no matter what value one assigns to $x_v$, it does not affect the value of the objective $k$. Then add a new virtual constraint $i$ adjacent to $v$ and set, for example, $a_{iv} = 1$.

Now repeat these steps and grow virtual trees rooted at the constraints and objectives that had less than $\Delta_I$ or $\Delta_K$ neighbours. The result is a countably infinite tree where $|V_i| = \Delta_I$ and $|V_k| = \Delta_K$ for all $i \in I$ and $k \in K$. Observe also that from the perspective of a local algorithm it suffices to grow the virtual trees only up to depth $r$ because then the radius $r$ neighbourhood of each original node is indistinguishable from the regularised tree. The resulting topology is illustrated in Fig. 2 from the perspective of an original objective $k_0 \in K$ and an original constraint $i_0 \in I$.

### 3.1 Properties of Regularised Trees

For each $v \in V$ in a regularised tree $G$, define $K(v, \ell) = K \cap B_G(v, 4\ell + 1)$, that is, the set of objectives $k$ within distance $4\ell + 1$ from $v$. For example, $K(v, 1)$ consists of 1 objective at distance 1, $\Delta_I - 1$ objectives at distance 3, and $(\Delta_K - 1)(\Delta_I - 1)$ objectives at distance 5; see Fig. 2b. In general, we have

$$|K(v, \ell)| = 1 + (\Delta_I - 1)\Delta_K n(\ell),$$

where $n(\ell)$ is the number of levels in the regularised tree.
where
\[ n(\ell) = \sum_{j=0}^{\ell-1} (\Delta_I - 1)^j (\Delta_K - 1)^j. \]

Let \( k \in K \). If \( u, v \in V_k, u \neq v \), then the objective at distance 1 from \( u \) is the same as the objective at distance 1 from \( v \); therefore \( K(u,0) = K(v,0) \). The objectives at distance 3 from \( u \) are at distance 5 from \( v \), and the objectives at distance 5 from \( u \) are at distance 3 or 5 from \( v \); therefore \( K(u,1) = K(v,1) \). By a similar reasoning, we obtain
\[ K(u, \ell) = K(v, \ell) \quad \forall \ell \in \mathbb{N}, k \in K, u, v \in V_k. \] (5)

Let us then study a constraint \( i \in I \). Define
\[ K(i, \ell) = \bigcap_{v \in V_i} K(v, \ell) = K \cap B_G(i, 4\ell) = K \cap B_G(i, 4\ell - 2). \]

For example, \( K(i, 2) \) consists of \( \Delta_I \) objectives at distance 2 from the constraint \( i \), and \( \Delta_I (\Delta_K - 1)(\Delta_I - 1) \) objectives at distance 6 from the constraint \( i \); see Fig. 2b. In general, we have
\[ |K(i, \ell)| = \Delta_I n(\ell). \] (6)

For adjacent \( v \in V \) and \( i \in I \), we also define \( \partial K(v, i, \ell) = K(v, \ell) \setminus K(i, \ell) \). We have by (4) and (6)
\[ |\partial K(v, i, \ell)| = 1 + (\Delta_I \Delta_K - \Delta_I - \Delta_K) n(\ell). \] (7)

### 3.2 Local Approximation on Regularised Trees

It now suffices to meet Lemma 1 for bipartite max-min LPs in the case when the underlying graph \( G \) is a countably infinite regularised tree. To this end, let \( L \in \mathbb{N} \) be a constant that we choose later; \( L \) depends only on \( \Delta_I, \Delta_K \) and \( \epsilon \).

Each agent \( u \in V \) now executes the following algorithm. First, the agent gathers all objectives \( k \in K \) within distance \( 4L + 1 \), that is, the set \( K(u, L) \). Then, for each \( k \in K(u, L) \), the agent \( u \) gathers the radius \( 4L + 2 \) neighbourhood of \( k \); let \( G(k, L) \) be this subgraph. In total, the agent \( u \) accumulates information from distance \( r = 8L + 3 \) in the tree; this is the local horizon of the algorithm.

The structure of \( G(k, L) \) is a tree similar to the one shown in Fig. 2a. The leaf nodes of the tree \( G(k, L) \) are constraints. For each \( k \in K(u, L) \), the agent \( u \) forms the constant-size subproblem of (2) restricted to the vertices of \( G(k, L) \) and solves it optimally using a deterministic algorithm; let \( x^{kL} \) be the solution. Once the agent \( u \) has solved the subproblem for every \( k \in K(u, L) \), it sets
\[ q = 1/(\Delta_I + \Delta_I (\Delta_I - 1)(\Delta_K - 1)n(L)), \]
\[ x_u = q \sum_{k \in K(u, L)} x^{kL}. \] (9)

This completes the description of the algorithm. In Sect. 3.3 we show that the computed solution \( x \) is feasible, and in Sect. 3.4 we establish a lower bound on the performance of the algorithm. Section 3.5 illustrates the algorithm with an example.
3.3 Feasibility

Because each $x^{kL}$ is a feasible solution, we have
\[ \sum_{v \in V_i} a_{iv} x^{kL}_v \leq 1 \quad \forall \text{ non-leaf } i \in G(k, L), \] (10)
\[ a_{iv} x^{kL}_v \leq 1 \quad \forall \text{ leaf } i \in I, v \in V_i \text{ in } G(k, L). \] (11)

Let $i \in I$. For each subproblem $G(k, L)$ with $v \in V_i$, $k \in K(i, L)$, the constraint $i$ is a non-leaf vertex; therefore
\[ \sum_{v \in V_i} \sum_{k \in K(i, L)} a_{iv} x^{kL}_v = \sum_{k \in K(i, L)} \sum_{v \in V_i} a_{iv} x^{kL}_v \leq 1 \quad (12) \]
\[ \leq \Delta_I n(L). \] (13)

For each subproblem $G(k, L)$ with $v \in V_i$, $k \in \partial K(v, i, L)$, the constraint $i$ is a leaf vertex; therefore
\[ \sum_{v \in V_i} \sum_{k \in \partial K(v, i, L)} a_{iv} x^{kL}_v \leq \sum_{v \in V_i} \sum_{k \in \partial K(v, i, L)} 1 \]
\[ \leq \Delta_I (1 + (\Delta_I \Delta_K - \Delta_I - \Delta_K) n(L)). \] (14)

Combining (12) and (13), we can show that the constraint $i$ is satisfied:
\[ \sum_{v \in V_i} a_{iv} x_v \overset{q}{=} q \sum_{v \in V_i} \sum_{k \in K(v, L)} x^{kL}_v \]
\[ = q \left( \sum_{v \in V_i} \sum_{k \in K(i, L)} a_{iv} x^{kL}_v \right) + q \left( \sum_{v \in V_i} \sum_{k \in \partial K(v, i, L)} a_{iv} x^{kL}_v \right) \]
\[ \leq q \Delta_In(L) + q \Delta_I (1 + (\Delta_I \Delta_K - \Delta_I - \Delta_K) n(L)) \]
\[ \overset{\Delta}{=} 1. \] (15)

3.4 Approximation Ratio

Consider an arbitrary feasible solution $x'$ of the unrestricted problem (2) with utility at least $\omega'$. This feasible solution is also a feasible solution of each finite subproblem restricted to $G(k, L)$; therefore
\[ \sum_{v \in V_h} c_{hv} x^{kL}_v \geq \omega' \quad \forall \ h \in K \text{ in } G(k, L). \] (14)

Define
\[ \alpha = \frac{1}{q(1 + (\Delta_I - 1)\Delta_K n(L))}. \] (15)
Consider an arbitrary $k \in K$ and $u \in V_k$. We have
\[
\sum_{v \in V_k} c_{kv}x_v = q \sum_{v \in V_k} \sum_{h \in K(v,L)} x_v^{hL} \\
\geq q \sum_{h \in K(u,L)} \sum_{v \in V_k} c_{kv}x_v^{hL} \\
\geq q(1 + (\Delta_I - 1)\Delta_K n(L)) \omega' \\
\geq \omega' / \alpha.
\]

By (8) and (15), we have
\[
\alpha = \Delta_I \left(1 - \frac{1}{\Delta_K + 1/((\Delta_I - 1)n(L))}\right).
\]
For a sufficiently large $L$, we meet Lemma \ref{lem:alpha} with $\alpha < \Delta_I(1 - 1/\Delta_K) + \epsilon$. This completes the proof of Theorem \ref{thm:main}.

### 3.5 An Example

Assume that $\Delta_I = 4$, $\Delta_K = 3$, and $L = 1$. For each $k \in K$, our approximation algorithm constructs and solves a subproblem; the structure of the subproblem is illustrated in Fig. 2a. Then we simply sum up the optimal solutions of each subproblem. For any $v \in V$, the variable $x_v$ is involved in exactly $|K(v,L)| = 10$ subproblems.

First, consider an objective $k \in K$. The boundary of a subproblem always lies at a constraint, never at an objective. Therefore the objective $k$ and all its adjacent agents $v \in V_k$ are involved in 10 subproblems. We satisfy the objective exactly 10 times, each time at least as well as in the global optimum.

Second, consider a constraint $i \in I$. The constraint may lie in the middle of a subproblem or at the boundary of a subproblem. The former happens in this case $|K(i,L)| = 4$ times; the latter happens $|V_i| \cdot |\partial K(v,i,L)| = 24$ times. In total, we use up the capacity available at the constraint $i$ exactly 28 times. See Fig. 2b for an illustration; there are 28 objectives within distance 6 from the constraint $i_0 \in I$.

Finally, we scale down the solution by factor $q = 1/28$. This way we obtain a solution which is feasible and within factor $\alpha = 2.8$ of optimum. This is close to the lower bound $\alpha > 2.66$ from Theorem \ref{thm:approximation}.

### 4 Inapproximability Results

We proceed to prove Theorems \ref{thm:inapproximation} and \ref{thm:inapproximation2}. Let $r = 4, 8, \ldots$, $s \in \mathbb{N}$, $D_I \in \mathbb{Z}^+$, and $D_K \in \mathbb{Z}^+$ be constants whose values we choose later. Let $Q = (J' \cup K', E')$ be a
bipartite graph where the degree of each \( i \in I' \) is \( D_i \), the degree of each \( k \in K' \) is \( D_K \), and there is no cycle of length less than \( g = 2(4s + 2 + r) + 1 \). We first show that such graphs exist for all values of the parameters.

We say that a bipartite graph \( G = (V \cup U, E) \) is \((a, b)\)-regular if the degree of each node in \( V \) is \( a \) and the degree of each node in \( U \) is \( b \).

**Lemma 2.** For any positive integers \( a, b \) and \( g \), there exists an \((a, b)\)-regular bipartite graph which has no cycle of length less than \( g \).

**Proof (sketch).** We slightly adapt a proof of a similar result for \( d \)-regular graphs [13, Theorem A.2] to our needs. We proceed by induction on \( g \), for \( g = 4, 6, 8, \ldots \).

For the base case \( g = 4 \), we can choose the complete bipartite graph \( K_{b,a} \).

Next consider \( g \geq 6 \). Let \( G = (V \cup U, E) \) be an \((a, b)\)-regular bipartite graph where the length of the shortest cycle is \( c \geq g - 2 \). Let \( S \subseteq E \). Construct a graph \( G_S = (V_S \cup U_S, E_S) \) as follows:

\[
V_S = \{0, 1\} \times V, \\
U_S = \{0, 1\} \times U, \\
E_S = \{((0, v), (0, u)), ((1, v), (1, u)) : (v, u) \in S\} \\
\cup \{((0, v), (1, u)), ((1, v), (0, u)) : (v, u) \in E \setminus S\}.
\]

The graph \( G_S \) is an \((a, b)\)-regular bipartite graph. Furthermore, \( G_S \) has no cycle of length less than \( c \). We proceed to show that there exists a subset \( S \) such that the number of cycles of length exactly \( c \) in \( G_S \) is strictly less than the number of cycles of length \( c \) in \( G \). Then by a repeated application of the same construction, we can conclude that there exists a graph which is an \((a, b)\)-regular bipartite graph and which has no cycle of length \( c \); that is, its girth is at least \( g \).

We use the probabilistic method to show that the number of cycles of length \( c \) decreases for some \( S \subseteq E \). For each \( e \in E \), toss an independent and unbiased coin to determine whether \( e \in S \). For each cycle \( C \subseteq E \) of length \( c \) in \( G \), we have in \( G_S \) either two cycles of length \( c \) or one cycle of length \( 2c \), depending on the parity of \( |C \cap S| \). The expected number of cycles of length \( c \) in \( G_S \) is therefore equal to the number of cycles of length \( c \) in \( G \). The choice \( S = E \) doubles the number of such cycles; therefore some other choice necessarily decreases the number of such cycles. \( \square \)

**4.1 The Instance \( S \)**

Given the graph \( Q = (I' \cup K', E') \), we construct an instance of the max-min LP problem, \( S \). The underlying communication graph \( G = (V \cup I \cup K, E) \) is constructed as shown in the following figure.

![Diagrams](image-url)
Each edge $e = \{i, k\} \in E'$ is replaced by a path of length $4s + 2$: the path begins with the constraint $i \in I'$; then there are $s$ segments of agent–objective–agent–constraint; and finally there is an agent and the objective $k \in K'$. There are no other edges or vertices in $G$. For example, in the case of $s = 0$, $D_I = 4$, $D_K = 3$, and sufficiently large $g$, the graph $G$ looks locally similar to the trees in Fig. 2 even though there may be long cycles.

The coefficients of the instance $S$ are chosen as follows. For each objective $k \in K'$, we set $c_{kv} = 1$ for all $v \in V_k$. For each objective $k \in K \setminus K'$, we set $c_{kv} = D_K - 1$ for all $v \in V_k$. For each constraint $i \in I$, we set $a_{iv} = 1$. Observe that $S$ is a bipartite max-min LP; furthermore, in the case $s = 0$, this is a 0/1 max-min LP. We can choose the port numbering in $G$ in an arbitrary manner, and we can assign unique node identifiers to the vertices of $G$ as well.

**Lemma 3.** The utility of any feasible solution of $S$ is at most

$$\frac{D_K}{D_I} \cdot \frac{D_K - 1 + D_K D_I s - D_I s}{D_K - 1 + D_K s}.$$

**Proof.** Consider a feasible solution $x$ of $S$, with utility $\omega$. We proceed to derive an upper bound for $\omega$. For each $j = 0, 1, \ldots, 2s$, let $V(j)$ consist of agents $v \in V$ such that the distance to the nearest constraint $i \in I'$ is $2j + 1$. That is, $V(0)$ consists of the agents adjacent to an $i \in I'$ and $V(2s)$ consists of the agents adjacent to a $k \in K'$. Let $m = |E'|$; we observe that $|V(j)| = m$ for each $j$.

Let $X(j) = \sum_{v \in V(j)} x_v / m$. From the constraints $i \in I'$ we obtain

$$X(0) = \sum_{v \in V(0)} x_v / m = \sum_{i \in I'} \sum_{v \in V_i} a_{iv} x_v / m \leq \sum_{i \in I'} 1 / m = |I'| / m = 1 / D_I.$$

Similarly, from the objectives $k \in K'$ we obtain $X(2s) \geq \omega |K'| / m = \omega / D_K$.

From the objectives $k \in K \setminus K'$, taking into account our choice of the coefficients $c_{kv}$, we obtain the inequality $X(2t) + X(2t + 1) \geq \omega / (D_K - 1)$ for $t = 0, 1, \ldots, s - 1$. From the constraints $i \in I \setminus I'$, we obtain the inequality $X(2t + 1) + X(2t + 2) \leq 1$ for $t = 0, 1, \ldots, s - 1$. Combining inequalities, we have

$$\frac{\omega / D_K - 1 / D_I}{D_I} \leq X(2s) - X(0)$$

$$= \sum_{t=0}^{s-1} \left( (X(2t + 1) + X(2t + 2)) - (X(2t) + X(2t + 1)) \right)$$

$$\leq s \cdot \left( 1 - \omega / (D_K - 1) \right).$$

The claim follows. \qed

### 4.2 The Instance $S_k$

Let $k \in K'$. We construct another instance of the max-min LP problem, $S_k$. The communication graph of $S_k$ is the subgraph $G_k$ of $G$ induced by $B_g(k, 4s + 2 + r)$. By the choice of $g$, there is no cycle in $G_k$. As $r$ is a multiple of 4, the leaves of the tree $G_k$ are constraints. For example, in the case of $s = 0$, $D_I = 4$, $D_K = 3$,
and \( r = 4 \), the graph \( G_k \) is isomorphic to the tree of Fig. 2a. The coefficients, port numbers and node identifiers are chosen in \( G_k \) exactly as in \( G \).

**Lemma 4.** The optimum utility of \( S_k \) is greater than \( D_K - 1 \).

**Proof.** Construct a solution \( x \) as follows. Let \( D = \max \{ D_I, D_K + 1 \} \). If the distance between the agent \( v \) and the objective \( k \) in \( G_k \) is \( 4j + 1 \) for some \( j \), set \( x_v = 1 - 1 / D^{2j+1} \). If the distance is \( 4j + 3 \), set \( x_v = 1 / D^{2j+2} \).

To see that \( x \) is a feasible solution, first observe that feasibility is clear for a leaf constraint. Any non-leaf constraint \( i \in I \) has at most \( D_I \) neighbours, and the distance between \( k \) and \( i \) is \( 4j + 2 \) for some \( j \). Thus

\[
\sum_{v \in V_i} a_{iv}x_v \leq 1 - 1 / D^{2j+1} + (D_I - 1) / D^{2j+2} < 1.
\]

Let \( \omega_k \) be the utility of \( x \). We show that \( \omega_k > D_K - 1 \). First, consider the objective \( k \). We have

\[
\sum_{v \in V_k} c_{kv}x_v = D_K(1 - 1 / D) > D_K - 1.
\]

Second, each objective \( h \in K' \setminus \{ k \} \) has \( D_K \) neighbours and the distance between \( h \) and \( k \) is \( 4j \) for some \( j \). Thus

\[
\sum_{v \in V_h} c_{hv}x_v = 1 / D^{2j} + (D_K - 1)(1 - 1 / D^{2j+1}) > D_K - 1.
\]

Finally, each objective \( h \in K \setminus K' \) has 2 neighbours and the distance between \( h \) and \( k \) is \( 4j \) for some \( j \); the coefficients are \( c_{hv} = D_K - 1 \). Thus

\[
\sum_{v \in V_h} c_{hv}x_v = (D_K - 1)(1 / D^{2j} + 1 - 1 / D^{2j+1}) > D_K - 1.
\]

\[\square\]

### 4.3 Proof of Theorem

Let \( \Delta_I \geq 2 \) and \( \Delta_K \geq 2 \). Assume that \( \mathcal{A} \) is a local approximation algorithm with the approximation ratio \( \alpha \). Set \( D_I = \Delta_I \), \( D_K = \Delta_K \) and \( s = 0 \). Let \( r \) be the local horizon of the algorithm, rounded up to a multiple of 4. Construct the instance \( S \) as described in Sect. 4.1; it is a 0/1 bipartite max-min LP, and it satisfies the degree bounds \( \Delta_I \) and \( \Delta_K \). Apply the algorithm \( \mathcal{A} \) to \( S \). The algorithm produces a feasible solution \( x \). By Lemma 3 there is a constraint \( k \) such that \( \sum_{v \in V_k} x_v \leq \Delta_K / \Delta_I \).

Now construct \( S_k \) as described in Sect. 4.2; this is another 0/1 bipartite max-min LP. Apply \( \mathcal{A} \) to \( S_k \). The algorithm produces a feasible solution \( x' \). The radius \( r \) neighbourhoods of the agents \( v \in V_k \) are identical in \( S \) and \( S_k \); therefore the algorithm must make the same decisions for them, and we have \( \sum_{v \in V_k} x'_v \leq \Delta_K / \Delta_I \). But by Lemma 4 there is a feasible solution of \( S_k \) with utility greater than \( \Delta_K - 1 \); therefore the approximation ratio of \( \mathcal{A} \) is \( \alpha > (\Delta_K - 1) / (\Delta_K / \Delta_I) \). This completes the proof of Theorem.
4.4 Proof of Theorem

Let $\Delta_I \geq 3$, $\Delta_K \geq 3$, and $0 < \delta < 1/10$. Assume that $\mathcal{A}$ is a local approximation algorithm with the approximation ratio $\alpha$. Set $D_I = 3$, $D_K = 3$, and $s = \left\lceil 4/(7\delta) - 1/2 \right\rceil$. Let $r$ be the local horizon of the algorithm, rounded up to a multiple of 4.

Again, construct the instance $\mathcal{S}$. The relative growth of $\mathcal{G}$ is at most $1 + 2^j / (2^j - 1)(2s + 1)$ beyond radius $R = j(4s + 2)$; indeed, each set of $2^j$ new agents can be accounted for $1 + 2 + \cdots + 2^{j-1} = 2^j - 1$ chains with $2s + 1$ agents each. Choosing $j = 3$, the relative growth of $\mathcal{G}$ is at most $1 + \delta$ beyond radius $R$.

Apply $\mathcal{A}$ to $\mathcal{S}$. By Lemma 3 we know that there exists an objective $h$ such that $\sum_{v \in V_h} x_v \leq 2 - 2/(3s + 2)$. Choose a $k \in K'$ nearest to $h$. Construct $\mathcal{S}_k$ and apply $\mathcal{A}$ to $\mathcal{S}_k$. The local neighbourhoods of the agents $v \in V_h$ are identical in $\mathcal{S}$ and $\mathcal{S}_k$. By Lemma 4 there is a feasible solution of $\mathcal{S}_k$ with utility greater than 2. Using the assumption $\delta < 1/10$, we obtain

$$\alpha > \frac{2}{2 - 2/(3s + 2)} = 1 + \frac{1}{3s + 1} \geq 1 + \frac{1}{3(4/(7\delta) + 1/2) + 1} > 1 + \frac{\delta}{2}.$$

This completes the proof of Theorem 3.

Acknowledgements

We thank anonymous reviewers for their helpful feedback. This research was supported in part by the Academy of Finland, Grants 116547 and 117499, and by Helsinki Graduate School in Computer Science and Engineering (HeCe).

References

Minimizing Average Flow Time in Sensor Data Gathering

Vincenzo Bonifaci\textsuperscript{1,3}, Peter Korteweg\textsuperscript{2}, Alberto Marchetti-Spaccamela\textsuperscript{3,\ast\ast}, and Leen Stougie\textsuperscript{2,4,\ast\ast\ast}

\textsuperscript{1} Università degli Studi dell’Aquila, Italy
bonifaci@dis.uniroma1.it
\textsuperscript{2} Eindhoven University of Technology, The Netherlands
p.korteweg@tue.nl, l.stougie@tue.nl
\textsuperscript{3} Sapienza Università di Roma, Italy
alberto@dis.uniroma1.it
\textsuperscript{4} CWI, Amsterdam, The Netherlands
stougie@cwi.nl

Abstract. Building on previous work [Bonifaci et al., Minimizing flow time in the wireless gathering problem, STACS 2008] we study data gathering in a wireless network through multi-hop communication with the objective to minimize the average flow time of a data packet. We show that for any $\epsilon \in (0, 1)$ the problem is NP-hard to approximate within a factor better than $\Omega(m^{1-\epsilon})$, where $m$ is the number of data packets. On the other hand, we give an online polynomial time algorithm that we analyze using resource augmentation. We show that the algorithm has average flow time bounded by that of an optimal solution when the clock speed of the algorithm is increased by a factor of five. As a byproduct of the analysis we obtain a 5-approximation algorithm for the problem of minimizing the average completion time of data packets.

1 Introduction

In this paper we study a scheduling problem motivated by data gathering in sensor networks: we are given a graph where nodes represent sensors (or wireless stations), edges possible communication links and there is special node, the base station (also called the sink). Over time events occur at the nodes; events are unpredictable and each such event triggers the invoice of a packet toward the sink using edges of the graph (multihop communication). The goal is to find an on-line schedule (i.e. a schedule unaware of future events) that optimizes a given objective function; the obtained schedule must comply with constraints posed by
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interferences in the communication that restrict contemporary communication between nearby nodes.

The problem was introduced in [4] in the context of wireless access to the Internet in villages. For a motivation and history of the problem we refer to [4,6] or to the PhD-thesis of Korteweg [14]. Here we restrict to explaining the ingredients.

In our model we assume that sensor nodes share a common clock, thus allowing division of time into rounds. At each round a node can either send a packet or receive a packet or be silent. Since not all nodes in the network can communicate with each other directly, packets have to be sent through several intermediate nodes before they can be gathered at the sink through multihop communication.

The key issue is interference. The model we use was proposed by Bermond et al. in [4]: there is an edge between nodes $i$ and $j$ if corresponding sensors can directly communicate (i.e., they are within transmission range of each other). An integer parameter $d_I$ models the interference radius, with distance between any pair of vertices expressed as the number of edges on a shortest path between them. A node $j$ successfully receives a packet from one of its neighbors if no other node within distance $d_I$ from $j$ is transmitting in the same round. In fact, Bermond et al. in [4] proposed an integer transmission radius $d_T \leq d_I$, indicating the maximum number of edges between any two consecutive hops for every message. In that sense we just consider the case $d_T = 1$.

Given an instance of the data gathering problem several possible objective functions can be considered. In [4] the authors considered the goal of minimizing the completion time (makespan) of the schedule. Makespan is prominently used for assessing the performance of scheduling algorithms; however it is now accepted that it is an unsuitable measure when jobs arrive in continuous streams [3].

Today, flow time minimization is a largely used criterion in scheduling theory that more suitably allows to assess the quality of service provided when multiple requests occur over time [8,9,13,19]. The flow time of a data packet is the time elapsed between its release at the release node and its arrival at the sink. In [6] the considered objective was to minimize the maximum flow time of a data packet. Here we study the problem of minimizing the average flow time or total flow time of data packets.

Both flow time objective functions have been thoroughly studied by the scheduling community and there is an extensive literature both for the on-line and off-line algorithms for which we refer to [18]. Here we remark that the two problems have fundamentally different characteristics and that results for one problem do not carry over to the other one. In general minimizing total flow time appears to be a more difficult problem than minimizing max flow time.

In fact, if we consider on-line algorithms and if the objective function requires to minimize the maximum flow time then the First In First Out (FIFO) heuristic is the natural choice: at each time FIFO schedules the earliest released jobs among unfinished jobs. In the case of uniprocessor scheduling FIFO produces an optimal solution while in the case of parallel machines it gives a $3 - 2/m$
approximation (where $m$ denotes the number of used machines) [3]. When the objective function is total flow time the natural heuristic to be used is Shortest Remaining Processing Time (SRPT) first, the on-line strategy that schedules first jobs closer to completion. This heuristic is optimal in the case of one machine but it is not constant approximate in the case of parallel machines. In fact SRPT gives a solution that is $\Theta(\min(\log \frac{n}{m}, \log P))$ approximate, where $n$ and $m$ denote respectively the number of jobs and the number of machines and $P$ denotes the ratio between the longest and the smallest processing time [17]. In the same paper it is shown that no on-line randomized algorithm can achieve a better competitive ratio.

We resume the problem that we study in the following definition. A mathematical formalization will be given in Section 2.

F-WGP. An instance of the Wireless Gathering Problem (WGP) is given by a network which consists of several stations (nodes) and one base station (the sink), modeled as a graph, together with the interference radius $d_I$; over time data packets arrive at stations that have to be gathered at the base station. A feasible solution of an instance of WGP is a schedule without interference which determines for each packet both route and times at which it is sent. The objective is to minimize the average flow time of packets.

Having defined the problem we now discuss two key aspects that restrict the class of algorithms that we consider. Firstly, we are interested in on-line algorithms. At time $t$ an on-line algorithm makes its decisions on events that occur at or before $t$ and it ignores future events. Competitive analysis compares the solution of the on-line algorithm with the optimal solution obtained by an omniscient adversary. We refer the reader to [7] for a comprehensive survey on on-line algorithms and competitive analysis. Secondly we restrict to simple distributed algorithms that might be amenable for implementation or that faithfully represent algorithms used in practice. In fact, we think that sophisticated algorithms are impractical for implementations and have mainly theoretical interest.

Related Work. The Wireless Gathering Problem was introduced by Bermond et al. [4] in the context of wireless access to the Internet in villages. The authors proved that the problem of minimizing the completion time is NP-hard and presented a greedy algorithm with asymptotic approximation ratio at most 4. They do not consider release times. In [5] we considered the same problem with arbitrary release times and proposed a simple on-line greedy algorithm with the same approximation ratio. Both papers do not consider distributed algorithms. The present paper builds on [6] in which on-line distributed algorithms are analysed for the problem when the objective is to minimize the maximum flow time of a data packet.

The case $d_I = 1$ has been extensively considered (see for example [2][11][12]); we remark that assuming $d_I = 1$ or assuming that interferences/transmissions are modeled according to the well known unit disk graph model does not adequately represent interferences as they occur in practice [21]. We also observe
that almost all of the previous literature considered the objective of minimizing the completion time (see for example \[1\]|2|4|11|12|15|20\)).

Finally, we note that many papers study broadcasting in wireless networks \[1|20\]. However, we stress that broadcasting requires to broadcast the same piece of information to all nodes; so the two problems are intrinsically different. In particular, given a broadcast schedule it is not possible to obtain a gathering schedule by simply exchanging sender and receiver. This would only be true if data packets could be aggregated into single packets and disaggregated afterwards, or in case of private broadcasting in which each data packet has a specific recipient address.

**Results of the Paper.** The F-Wgp problem is NP-hard, as can be shown by using a modification of a construction by Bermond et al. \[4\] (this also implies that C-Wgp is NP-hard). In Section 3.2 we show the stronger result that F-Wgp is also hard to approximate, namely for any \(\epsilon \in (0,1)\) there is a lower bound of \(\Omega(m^{1-\epsilon})\) on the approximation ratio \((m\) is the number of packets). We notice that this is a stronger inapproximability result than the one we obtained for the maximum flow time minimization problem \[6\]. The construction of both results have many similarities though, both being based on the same reduction. We will point out the differences between the two in the analysis in Section 3.2.

In Section 3.1 we propose an online polynomial time algorithm based on the Shortest Remaining Processing Time first rule. We show that it yields a pseudoapproximation to F-Wgp, in the sense that its average flow time is not larger than that of an optimal solution, assuming that the algorithm runs at speed 5 times higher than an optimal algorithm. This type of analysis, called resource augmentation, has already been used successfully in the context of many machine scheduling problems \[9|13\]. We showed already in \[6\] that resource augmentation is also a useful tool for the analysis of algorithms for wireless communication, allowing to obtain positive results for data gathering problems.

It is not surprising that a FIFO-type algorithm as studied for minimizing maximum flow time in \[6\] does not work for minimizing average flow time when SRPT rule is the one to use. However we observe that we are unable to prove our result for SRPT but only for a modified rule. It remains an interesting open problem to decide whether a similar result can be proved for SRPT.

As a byproduct of our analysis we also obtain an online, polynomial time 5-approximation algorithm for C-Wgp. An additional useful property of our algorithms is that nodes only need a limited amount of information in order to coordinate.

## 2 Mathematical Formulations

In this section we define the problem more formally. The model we use is not new: it can be seen as a generalization of a well-studied model for packet radio networks \[1|2\]. It has also been used in more recent work \[4|6\]. We summarize it for independent reading.
An instance of WGP consists of a graph $G = (V,E)$, a sink node $s \in V$, a positive integer $d_I$, and a set of data packets $J = \{1,2,\ldots,m\}$. Each packet $j \in J$ has a release node or origin $o_j \in V$ and a release date $r_j \in \mathbb{R}_+$. The release date specifies the time at which the packet enters the network, i.e. packet $j$ is not available for transmission before round $r_j$.

Time is slotted; each time slot is called a round. The rounds are numbered $0,1,2,\ldots$. During each round a node may either be sending a packet, be receiving a packet or be inactive. If two nodes $u$ and $v$ are adjacent, then $u$ can send a packet to $v$ during a round. If node $u$ sends a packet $j$ to $v$ in some round, the pair $(u,v)$ is said to be a call from $u$ to $v$. For each pair of nodes $u,v \in V$, the distance between $u$ and $v$, denoted by $d(u,v)$, is the minimum number of edges between $u$ and $v$ in $G$. Two calls $(u,v)$ and $(u',v')$ interfere if they occur in the same round and either $d(u',v) \leq d_I$ or $d(u,v') \leq d_I$; otherwise the calls are compatible. The parameter $d_I$ is called the interference radius.

We formulate our problem as an offline problem, but the algorithms we analyze are online, in the sense that when scheduling a certain round they only use the information about packets released not later than the same round.

A solution for a WGP instance is a schedule of compatible calls such that all packets are ultimately collected at the sink. Since it suffices to keep only one copy of each packet during the execution of a schedule, we assume that at any time there is a unique copy of each packet. Packets cannot be aggregated in this model.

Given a schedule, let $v^t_j$ be the unique node holding packet $j$ at time $t$. The value $C_j := \min \{ t : v^t_j = s \}$ is called the completion time of packet $j$, while $F_j := C_j - r_j$ is the flow time of packet $j$. In this paper we are interested in the minimization of $\sum_j F_j$ (F-WGP). As a byproduct of the analysis of F-WGP, we also give a result on the minimization of $\sum_j C_j$ (C-WGP).

Some additional notation: we denote by $\delta_j := d(o_j,s)$ the minimum number of calls required for packet $j$ to reach $s$. We also define $\gamma := d_I + 2$, which is a lower bound, because of interference, on the inter arrival time at $s$ of two messages that use the same $d_I + 2$ nodes as hops on their way to $s$. The critical region is the set $\{ v \in V \mid d(s,v) \leq \lfloor (d_I - 1)/2 \rfloor \}$, which is the region around $s$ in which no two nodes can receive a message in the same round. Related to this region we define $\gamma^* := \lfloor (d_I + 1)/2 \rfloor$, which is then a lower bound, because of interference, on the inter arrival time at $s$ between any two messages that are released outside the critical region.

In what follows we assume that the reader is familiar with the basic notions related to approximation algorithms. We also use resource augmentation to assess our algorithms. We consider augmentation based on speed, meaning that the algorithm can schedule compatible calls with higher speed than an optimal algorithm. For any $\sigma \geq 1$, we call an algorithm a $\sigma$-speed algorithm if the time used by the algorithm to schedule a set of compatible calls is $1/\sigma$ time units. Thus, the $i$th round occurs during time interval $[i/\sigma,(i+1)/\sigma)$. We notice that the release dates of packets are independent of the value of $\sigma$. 
Gathering to Minimize Average Flow Time

3.1 The Interleaved Shortest Remaining Processing Time Algorithm

We introduce an algorithm that we call **INTERLEAVED** SRPT and prove that a constant-factor speed augmentation is enough to enable this algorithm to outperform the optimal average flow time of the original instance. The algorithm is based on a well-known scheduling algorithm, the shortest remaining processing time first rule (SRPT) [22], so we first describe this algorithm in the context of WGP.

**Algorithm 1. SHORTEST REMAINING PROCESSING TIME (SRPT)**

```plaintext
for k = 0, 1, 2, ... do
    At time t = k/σ, let l_1, ..., l_m' be the available packets in order of non-decreasing distance to the sink (that is, d(v_{l_1}, s) ≤ d(v_{l_2}, s) ≤ ... ≤ d(v_{l_{m'}}, s))
    for j = 1 to m' do
        Send j to the next hop along an arbitrary shortest path from v_j to the sink, unless this creates interference with a packet j' with j' < j
    end for
end for
```

Every iteration k in the algorithm corresponds to a round of the schedule. We notice that this algorithm is a dynamic-priority algorithm, in the sense that the ordering in which packets are scheduled can change from round to round. We also notice that, δ_j < γ* for each packet j ∈ J (that is, when all packets are released inside the critical region), then WGP reduces to a single machine scheduling problem with preemption. The problem of minimizing average flow-times is then equivalent to the single machine scheduling problem with the same objective, allowing preemption and jobs having release times: 1 | r_j, pmtn | \sum_j F_j in terms of [16]. For the off-line problem minimizing average flow-time has the same optimal solution as minimizing average completion times. Schrage [22] showed that SRPT solves the latter problem to optimality, which motivated our use of SRPT.

Consider a schedule generated by σ-speed SRPT, that is, every round is executed in time 1/σ. It will be convenient to refer to round \[[i/σ, (i + 1)/σ]\] as “round i/σ”. Recall that we use C_j to denote the completion time of packet j.

We denote the ith packet to arrive at the sink in this schedule as p(i), for 1 ≤ i ≤ m. We define a **component** as a set S of packets with the following properties:

1. There is an index a such that S = \{p(a), p(a + 1), ..., p(a + |S| - 1)\};
2. If i ≥ 1 and i ≤ |S| - 1, then C_{p(a+i)} ≤ C_{p(a+i-1)} + γ/σ;
3. If a + |S| ≤ m, then C_{p(a+|S|)} > C_{p(a+|S|-1)} + γ/σ.

That is, a component is a maximal set of packets arriving subsequently at the sink, each within time γ/σ of the previous packet. It follows from the definition
that the set \( J \) of all packets can be partitioned into components \( T_1, \ldots, T_\ell \), for some \( \ell \).

**Lemma 1.** For any component \( T \) we have \( \min_{j \in T} C_j = \min_{j \in T} (r_j + \delta_j / \sigma) \).

**Proof.** Consider the partition of the packet set \( J \) into components \( T_1, \ldots, T_\ell \). The components are ordered so that \( \max_{j \in T_i} C_j < \min_{k \in T_{i+1}} C_k \) for each \( i \); by definition of a component such an ordering exists.

Let \( S(i) = \bigcup_{h=1}^i T_h \), for \( 1 \leq i \leq \ell \). We define \( \bar{t}_i := \min_{j \in S(i)} (r_j + \delta_j / \sigma) \), the earliest possible arrival time of any packet in \( S(i) \), and \( \underline{t}_i := \max \{ r_j : j \in S(i) \text{ and } r_j + \delta_j / \sigma = \bar{t}_i \} \), the maximum release date of a packet in \( S(i) \) with earliest possible arrival time \( \bar{t}_i \). Consider the following set of packets, for \( \underline{t}_i \leq t \leq \bar{t}_i \):

\[
M_i(t) = \{ j \in S(i) : r_j \leq t \text{ and } d(v_j^t, s) \leq d(v_k^t, s) \text{ for all } k \in S(i) \},
\]

Note that \( |M_i(t)| \geq 1 \) for \( \underline{t}_i \leq t \leq \bar{t}_i \), because no packet in \( S(i) \) arrives at the sink before round \( \bar{t}_i \). The crucial observation is that for each round \( t \) we have that if no packet in \( M_i(t) \) is sent towards the sink, then some packet in \( J \setminus S(i) \) is sent; also, by definition of SRPT this packet must be closer to the sink during round \( t \) than any packet in \( M_i(t) \). The proof of the lemma follows from the following claim.

**Claim.** For \( i = 1, 2, \ldots, \ell \) and for any round \( t \in [\underline{t}_i, \bar{t}_i] \) there exists \( j \in M_i(t) \) such that \( t + d(v_j^t, s) / \sigma \leq \bar{t}_i \).

Suppose the claim holds. Then choosing \( t = \bar{t}_i \) implies that for each \( i, 1 \leq i \leq \ell \), there is a packet \( j \in M_i(\bar{t}_i) \) which arrives at the sink in round \( \bar{t}_i = \min_{k \in S(i)} r_k + \delta_k / \sigma \). As a consequence \( j \in T_i \), and \( \bar{t}_i = r_j + \delta_j / \sigma \), which proves the lemma. \( \square \)

**Proof of Claim.** The claim trivially holds for \( t = \underline{t}_i \), because some packet \( j \in S(i) \) with earliest possible arrival time \( \bar{t}_i \) is released in round \( \underline{t}_i \), hence \( \underline{t}_i + d(v_j^t, s) / \sigma = r_j + \delta_j / \sigma = \bar{t}_i \).

First, consider the case \( i = 1 \); then \( S(1) = J \). It follows from the observation above and the facts \( J \setminus S(1) = \emptyset \) and \( |M_1(t)| \geq 1 \) for \( t \in [\underline{t}_1, \bar{t}_1] \) that during each round \( t \in [\underline{t}_1, \bar{t}_1] \) some packet in \( M_1(t) \) is sent towards the sink. This proves the claim for this case.

Next consider \( i > 1 \). Suppose that during each round \( t \in [\underline{t}_i, \bar{t}_i] \) some packet in \( M_i(t) \) is sent towards the sink. Then as above this would prove the claim. Otherwise, there must be a maximal round \( t' \in [\underline{t}_i, \bar{t}_i] \) in which no packet in \( M_i(t') \) is sent towards the sink. By definition of SRPT there is a packet \( k \in J \setminus S(i) \) which is sent, and a packet \( j \in M_i(t') \) for which \( d(v_j^{t'}, v_k^{t'}) \leq d_I + 1 \). Since \( j \) is not sent during round \( t' \), we also have \( d(v_j^{t'+1/\sigma}, v_k^{t'}) \leq d_I + 1 \). Additionally, \( d(v_k^t, s) / \sigma \leq C_k - t' \) because otherwise \( k \) could not reach the sink by time \( C_k \).

Now for each round \( t \in [t' + 1/\sigma, \bar{t}_i] \) a packet in \( M_i(t) \) is sent. In particular, there must be a packet from the set \( \bigcup_{t \in (t', \bar{t}_i]} M_i(t) \), call it \( q \), that arrives at the sink
no later than \( j \) would arrive if \( j \) were always sent from round \( t' + 1/\sigma \) on. We have

\[
C_q \leq (t' + 1/\sigma) + \left( d(v_j^{t'+1/\sigma}, v_k^{t'}) + d(v_k^{t'}, s) \right) / \sigma \leq C_k + (d_I + 2) / \sigma = C_k + \gamma / \sigma.
\]

That is, packet \( q \in S(i) \) arrives at most \( \gamma / \sigma \) time units after packet \( k \in J \setminus S(i) \), which contradicts the fact that \( q \) and \( k \) are in different components. Thus this case never occurs and the claim holds.

We now describe INTERLEAVED SRPT. The algorithm partitions the set of packets \( J \) in two subsets, \( J^{in} := \{ j \in J : \delta_j < \gamma^* \} \) and \( J^{out} := \{ j \in J : \delta_j \geq \gamma^* \} \). The two subsets are scheduled in an interleaved fashion using SRPT. The pseudocode is given as Algorithm 2.

**Algorithm 2. INTERLEAVED SRPT (ISRPT)**

**Inizialization:** \( c := 1 \)

loop
  if \( c \neq 0 \) (mod 5) then
    execute one round of SRPT on the set \( J^{out} \)
  else
    execute one round of SRPT on the set \( J^{in} \)
  end if
  \( c := c + 1 \)
end loop

In the performance analysis of INTERLEAVED SRPT we use the following lower bound on the sum of optimal completion times of a subset of jobs in \( J^{out} \), which is obtained as a direct corollary of Lemma 2 in [5].

**Lemma 2.** Let \( S \subseteq J^{out} \). If \( C_j^* \) denotes the completion time of packet \( j \) in any feasible schedule, we have

\[
\sum_{j \in S} C_j^* \geq \sum_{i=0}^{|S|-1} (C_S + i\gamma^*)
\]

where \( C_S := \min_{j \in S} r_j + \delta_j \). \( \square \)

**Theorem 1.** 5-speed ISRPT is optimal for F-Wgp.

**Proof.** Let \( C_j \) be the completion time of packet \( j \) in a 5-speed ISRPT schedule, and let \( C_j^* \) be the completion time of packet \( j \) in any feasible (possibly optimal) 1-speed schedule. We prove the theorem by showing that

\[
\sum_{j \in J^{in}} C_j \leq \sum_{j \in J^{in}} C_j^* \quad \text{and} \quad \sum_{j \in J^{out}} C_j \leq \sum_{j \in J^{out}} C_j^*.
\]

Consider first the packets in \( J^{in} \). Since we are executing ISRPT at speed 5, and the set \( J^{in} \) is considered once every five iterations, we have that every one time unit a round of SRPT is executed on the set \( J^{in} \). So the completion
times of the packets in $J_{\text{in}}$ are not worse than those that would be obtained by running SRPT with unit speed on $J_{\text{in}}$ alone. On the other hand, inside the critical region the gathering problem is nothing else than the scheduling problem $1\mid r_j, \text{pmtn} \mid \sum_j C_j$, meaning that SRPT is optimal. It follows that $\sum_{j \in J_{\text{in}}} C_j \leq \sum_{j \in J_{\text{in}}} C^*_j$.

Consider now the packets in $J_{\text{out}}$. Because the first four out of every five rounds of ISRPT this set is scheduled using SRPT, the completion time of each packet in $J_{\text{out}}$ is not larger than the completion time of the same packet in a 4-speed SRPT schedule of $J_{\text{out}}$:

$$C_j \leq \overline{C}_j$$ for all $j \in J_{\text{out}},$$  \hspace{1cm} (1)$$

where $\overline{C}_j$ is the completion time of $j$ in a 4-speed SRPT schedule of $J_{\text{out}}$. Consider any component $T$ in this latter schedule. By Lemma 1

$$\sum_{j \in T} \overline{C}_j \leq \sum_{0 \leq i < |T|} (C_T + \frac{1}{4}i\gamma).$$  \hspace{1cm} (2)$$

On the other hand by Lemma 2

$$\sum_{j \in T} C^*_j \geq \sum_{0 \leq i < |T|} (C_T + i\gamma^*).$$  \hspace{1cm} (3)$$

So, since $\gamma \leq 4\gamma^*$ for every value of $d_I$, it follows by combining (1), (2) and (3) that $\sum_{j \in T} C_j \leq \sum_{j \in T} C^*_j$. The result follows by summing over all the components.

\textbf{Corollary 1.} There is an online 5-approximation algorithm for C-WGP.

\textit{Proof.} Notice that the analysis of the above theorem also yields that

$$\sum_{j \in J} C_j \leq \sum_{j \in J} C^*_j,$$

where $C_j$ is the completion time of packet $j$ in the schedule generated by 5-ISRPT. We can now simulate the schedule generated by 5-ISRPT by running it at a lower speed: whatever 5-ISRPT does at time $t$, a unit-speed algorithm can do at time $5t$. The schedule can be constructed online and clearly it respects the release dates. If $C'_j$ is the completion time of packet $j$ in the new schedule, we obtain

$$\sum_{j \in M} C'_j = \sum_{j \in M} 5 \cdot C_j \leq 5 \sum_{j \in M} C^*_j.$$  \hspace{1cm} \Box$$

\section{3.2 Approximation Hardness}

In this section we show that, for any $\epsilon \in (0, 1)$, no polynomial time algorithm can approximate F-WGP within a factor $\Theta(m^{1-\epsilon})$ unless P=NP. This explains why resource augmentation is necessary to obtain a useful bound.
The proof builds upon the one in our previous paper \cite{6} and is based on the hardness of the induced matching problem. A matching $M$ in a graph $G$ is an induced matching if no two edges in $M$ are joined by an edge of $G$.

**Induced Bipartite Matching (IBM)**

Instance: a bipartite graph $G$ and an integer $k$.

Question: does $G$ have an induced matching of size at least $k$?

The optimization version of the above problem is hard to approximate: there exists an $\alpha > 1$ such that it is \textit{NP}-hard to distinguish between graphs with induced matchings of size $k$ and graphs in which all induced matchings are of size at most $k/\alpha$ \cite{10}.

**Theorem 2.** Let $\epsilon \in (0, 1)$. Unless $P=NP$, no polynomial time algorithm can approximate F-WGP within a ratio better than $\Omega(m^{1-\epsilon})$.

**Proof.** We only describe the additional steps needed with respect to the proof of inapproximability for minimizing maximum flow time, Theorem 3.2 in \cite{6}. As shown in \cite{6}, it is possible to construct in polynomial time, given an IBM instance $I$, an instance $I'$ of WGP with an arbitrary number $m$ of packets such that the following hold:

1. if $I$ has an induced matching of size $k$, then there is a schedule for $I'$ with maximum flow time $2k + 1$;
2. if all induced matchings of $I$ are of size at most $k/\alpha$, then in every schedule for $I'$ there will be a round in which $\Theta(m/k)$ packets have been released but not yet collected at the sink.

In the above construction choose $m := (1 - 1/\alpha)^{-1}(1 + k/\alpha)(2k + 1)k^{3/\epsilon-2} = \Theta(k^{3/\epsilon}).$ In case (1), since there is a schedule for $I'$ in which the maximum flow time is $2k + 1$, we have that in the same schedule the total flow time is bounded by $(2k + 1) \cdot m = O(m^{1+\epsilon/3}).$

Instead, in case (2), we have that in any schedule there will be a round when $\Theta(m/k)$ packets are available but not yet delivered. We now use the simple fact that if at any time during a schedule there are $p$ available packets that still need to reach the sink, then the total flow time of the schedule is $\Omega(p^2)$; this is true because the sink can only absorb at most one packet per round. Since $p = \Theta(m/k)$, it follows that the total flow time is $\Omega(m^2/k^2) = \Omega(m^{2-2\epsilon/3}).$

The ratio between the total flow time achievable in cases (2) and (1) is $\Omega(m^{1-\epsilon})$. Thus, any polynomial-time algorithm approximating the total flow time within a better ratio could be used to approximate IBM within factor $\alpha$, which is \textit{NP}-hard.

\[\square\]
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Abstract. We consider the problem of counting a set of discrete point targets using a network of sensors under a minimalistic model. Each sensor outputs a single integer, the number of distinct targets in its range, but targets are otherwise indistinguishable to sensors: no angles, distances, coordinates, or other target-identifying measurements are available. This minimalistic model serves to explore the fundamental performance limits of low-cost sensors for such surveillance tasks as estimating the number of people, vehicles or ships in a field of interest to first degree of approximation, to be followed by more expensive sensing and localization if needed. This simple abstract setting allows us to explore the intrinsic complexity of a fundamental problem, and derive rigorous worst-case performance bounds. We show that even in the 1-dimensional setting (for instance, sensors counting vehicles on a road), the problem is non-trivial: target count can be estimated within relative accuracy of factor $\sqrt{2}$ and this is the best possible in the worst-case. We then address additional questions related to constructing feasible target placements, and noisy counters. In two dimensions, the problem is considerably more complicated: a constant-factor approximation is impossible. Our algorithms and analysis can easily handle some of the non-idealities of real sensors, such as asymmetric ranges and non-exact target counts.

1 Introduction

Inexpensive smart sensors coupled with ad hoc wireless networking provide a compelling and cost-effective technology for what is variously called ubiquitous computing or situational awareness. Specifically, there has been a growing interest in the networked power of many cheap and low-fidelity but unattended and geographically-distributed sensors. Because of their low cost, both in hardware that can be several orders of magnitude cheaper than their “mainframe” counterparts, and the untethered, self-organizing architecture that makes them attractive for deployment at large geographic scale without costly human management, pervasive sensor networks hold great potential for “environmental monitoring.” The hardware costs and availability, however, are only part of the solution. In order to
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realize the full potential of these networked smart sensors, significant challenges in algorithms, software, and signal processing must be addressed, many of which arise from the “minimalistic” nature of this sensing and computing platform.

In this paper, we examine some of these key issues in the context of counting and localizing targets in a physical space under minimal sensing assumptions. We focus on target counting, as opposed to the more-widely studied target tracking problem, for two reasons: (1) counting is an important problem in its own right; in many environmental monitoring and unattended surveillance applications, for which sensor networks are an ideal platform, accurately estimating a population (e.g. animals in natural habitats, intruders in sensitive areas) is a fundamental end goal; and (2) a good estimate on the target count is often a pre-requisite for robust tracking; for instance, many popular tracking heuristics such as those based on particle filters need a good educated guess on the number of unknown targets to avoid getting stuck.

We frame our research within a minimalistic sensing model to align it with the primary motivation behind the appeal of sensor networks: low cost and small form factor. As a result, the binary sensing model has received a great deal of attention for target tracking and other monitoring applications, both in theory and practice (for instance, see [1,2,3,4,5,6]). While the binary sensing model has been shown to achieve excellent performance for tracking a single target [5], for multiple targets it is useful only in settings where the targets are pairwise widely-separated, as was formalized in [6]. As a result, provable-quality tracking and counting of targets requires a richer class of sensors.

In this paper, we work with an abstract model of a counting sensor: each sensor outputs an integer value, representing the number of distinct targets in its sensing range. Each target is modeled as a point. The sensor produces no other information about the targets, such as their locations, angles, distances, or any other distinguishing identifiers. While a convenient abstraction for our theoretical investigation of the fundamental limits of target counting and localization, such a sensor is also a fairly good first-order approximation of low-cost radar sensors that can detect the presence of multiple targets but cannot localize them individually. Other sensors including infra-red sensors or acoustic sensors also exhibit this characteristic. In low-cost camera systems as well, achieving reliable calibration or coordinating multiple snapshots for depth and location is both difficult and error-prone [7,8,9]. Furthermore, the measurements are often so noisy that systems actually improve performance by using only the simplest and most robust information content; for instance, Oh et al. [10] report that the variability in the signal strength of their PIR (passive infrared) motion sensors was so great that they actually improved the performance of their tracking system by using them as binary sensors.

Because our main focus is fundamental achievable limits of performance, we begin with an idealized sensing model, and then discuss the impact of these assumptions as well as generalizations to non-idealized settings. We assume that each ideal sensor has a circular sensing range of a known radius, and it
reliably counts the number of distinct targets in its range. Even with such idealization, it is easy to see that our minimal sensing model does not have enough information to accurately count targets even in 1-dimension. Figure 1 shows an example of two scenarios with two sensors. The sensory information of both sensors is identical in the two scenarios: both sensors detect 1 target. Thus, there is no way to distinguish between the two scenarios, and decide whether the true target count is 2 (left) or 1 (right). One can, of course, generalize this to an example where sensors cannot distinguish between $n$ and $2n$ targets, and arrive at the impossibility result that, under our minimal sensing model, no algorithm can count targets with an accuracy factor better than $\sqrt{2}$. It turns out, however, that this is essentially the worst-possible scenario, and one can always achieve $\sqrt{2}$ approximation factor for any configuration of targets and sensors in one dimension.

Given our sensing model, one may feel that the best counting accuracy is achieved by non-overlapping sensing ranges—the inaccuracies arise only from multiple sensors counting the same target. Why not just deploy sensors with non-overlapping ranges and obtain the best possible results? There are at least three reasons for sensors with overlapping ranges. First, circles do not tile the two-dimensional plane, and so even in an idealized setting, one cannot achieve full coverage without overlapping circular ranges. Second, while the target count can be improved by minimizing the overlap among different sensing ranges, the location accuracy, in fact, improves with increasing the overlap [5]. Thus, there is an inherent tension between counting accuracy and the localization accuracy, which may promote sensor deployments with significantly overlapping ranges, even in one-dimensional situations, like a road environment. Finally, all of our results, in fact, hold even when the sensing ranges are not ideal disks; they just need to be connected intervals in one-dimension and any reasonable convex shape in two dimension. Thus, our theory applies to irregular, anisotropic sensing ranges of real sensors, whose overlap is both unpredictable and impossible to eliminate. Therefore, in this work we approach the problem with a worst-case viewpoint, and make no assumptions about the placement of targets or the sensors. We seek to provide worst-case guarantees for the target count for any (adversarial) choice of targets and sensor ranges.

Our approximate counting algorithm, however, is non-constructive, in that it does not necessarily produce a configuration of targets consistent with the sensing input—it just produces upper and lower bounds on the target population. Furthermore, it is easy to show examples where not all target counts between
the lower and upper bounds are feasible, meaning that there is no possible configuration of targets that is consistent with the sensors’ readings. Constructing a feasible configuration of targets is not entirely trivial, but it can be solved in polynomial time by a reduction to the shortest path problem in a graph.

Next, we consider the impact of some non-idealities on our results. In particular, we allow sensor ranges to be non-unit-disk: they can be arbitrary size segments in 1D and arbitrary convex regions in the plane, and they can be asymmetric around the sensor. The target sensing also can be “noisy,” in that the number of targets detected by a sensor can lie in an uncertainty range. Specifically, we assume that if the true reading of a sensor is \( c \), then a sensor can report any value in the range \( [(1 - \rho)c, (1 + \rho)c] \), where \( \rho \) is the noise or uncertainty parameter, reflecting the false positives and negatives in the sensor’s reading. It turns out that all our algorithms and theorems hold even in these more general and realistic models; of course, the accuracy of the target counting now depends on the parameter \( \rho \).

We then consider the target counting problem in two-dimensions and prove that, in the worst-case, no fixed approximation is achievable. An easy \( \sqrt{m} \) approximation is possible if the maximum degree of overlap among sensor ranges is \( m \). (This is in contrast to the 1-dimension, where the approximation factor does not depend on the degree of sensing overlap.) All of these results extend to the “noisy” sensor model. All the theorems in this pre-proceedings version are without proofs, the proofs will be included in the conference proceedings.

2 The Counting Sensor Model

We begin with an idealized model of sensing. Each target is modeled as a point, and each sensor is assumed to have a unit-disk sensing range, with perfect sensing: each sensor is able to count precisely the number of targets present in its range. Neither of these assumptions are critical to our algorithms and analysis, as we later discuss, but provide a convenient framework to understand the fundamental limits of target counting. Because the communication requirements of our collaborative counting are so minimal (each sensor only needs to communicate its reading), we abstract away all networking issues in our discussion. In particular, we assume that all the processing occurs at a base station, or a tracker node, that knows the precise geometry of the sensors’ locations and ranges. We make no assumptions about the geographic distribution of sensors or targets: our results are worst-case.

Throughout, we assume that the targets have fixed locations, and sensors’ readings represent a snapshot of the target locations. This view is valuable even in tracking applications when no a priori information is available about the motion of the targets and where the targets can be deliberately evasive, creating an adversarial situation. In such settings, a tracking algorithm is forced to interpolate the motion across snapshots, and therefore must solve the target counting and localization problem considered here.
We begin our discussion by considering the problem in a one-dimensional setting. We imagine targets as points arranged on a line, and a collection of sensors, each with a unit-interval sensing range. It turns out that the exact counting of targets is non-trivial even in this simple setting, and leads to some interesting results. The 1-dimensional setting is also a useful framework in many practical situations, such as counting targets along a road or counting objects in a crowd using far away cameras.

3 Counting and Localization Targets in One Dimension with Ideal Sensors

We begin by repeating our earlier example to argue that precise counting is not possible even in one dimension, and even with idealized counting sensors.

**Theorem 1.** If sensors have overlapping ranges, then precise counting of targets is impossible even with idealized counting sensors. Thus, for arbitrary arrangements of sensors and targets, no algorithm can determine the target count precisely.

Fortunately, it turns out that this is the worst possible scenario, and the $\sqrt{2}$ approximation of the target count is possible for any (adversarial) placement of targets and sensors in 1-dimension.

3.1 Target Count Approximation

Let $S = \{s_1, s_2, \ldots, s_n\}$ denote the set of sensors, and let $C = \{c_1, c_2, \ldots, c_n\}$ denote their sensing counts; that is, $c_i$ is the number of targets detected by $s_i$ in its range. We denote the set of sensing ranges by $R$, and the union of all these ranges by $U$. Recall that each sensing range is an interval on the line containing the sensors and the targets. We assume that $U$ is a contiguous range, if not, we run our algorithm on the disconnected contiguous subsets of $U$ separately and add the counts to get the approximate count.

Our algorithm for approximating the number of targets, which we call the scan algorithm, is as follows. We compute a non-redundant subset $R' \subset R$ of the sensing ranges, where non-redundancy means that union of the ranges in $R'$ equals $U$, and no range $r \in R'$ is covered by the union of the remaining ranges in the set. In other words, no range can be deleted from $R'$ without losing some coverage of the domain.

Let us denote the set of sensors associated with $R'$ by $S' = \{s'_1, s'_2, \ldots, s'_{n'}\}$ and their readings by set $C' = \{c'_1, c'_2, \ldots, c'_{n'}\}$. Our algorithm outputs $C_A = \frac{S_{C'}}{\sqrt{2}}$ as the target count, where $S_{C'}$ is the sum of readings of the set $C'$, namely, $S_{C'} = \sum_{1 \leq i \leq n'} c'_i$. The algorithm for finding the set $R'$ is given in Algorithm 1.

It is easy to verify that this algorithm can be implemented in worst-case time $O(n \log n)$. We now prove the main result of this section that $C_A$ is a factor $\sqrt{2}$ approximation of the true count, which we denote as $C_{OPT}$. 
Algorithm 1. \textsc{scan}

1: Sort the segments in $R$ in increasing order of left endpoints.
2: $R' = \emptyset$, $r =$ first segment in the sorted set $R$
3: $R' = R' \cup \{r\}$, $R = R \setminus \{r\}$
4: while $R \neq \emptyset$ do
5: \hspace{1em} $T =$ set of segments in $R$ that intersect with $r$.
6: \hspace{1em} Let $r'$ be the segment in $T$ with the rightmost endpoint.
7: \hspace{1em} $R = R \setminus T$, $R' = R' \cup \{r'\}$, $r = r'$.
8: \hspace{1em} end while
9: Output the total count of targets associated with ranges in $R$ divided by $\sqrt{2}$.

\textbf{Theorem 2}

$$\frac{C_A}{\sqrt{2}} \leq C_{OPT} \leq \sqrt{2} C_A$$

In effect, the algorithm \textsc{scan} above outputs a range $[a, b]$ with a guarantee that the true target count lies between $a$ and $b$, and $b \leq 2a$. By predicting the geometric mean of these two bounds as an approximation, the algorithm can guarantee that its prediction is within a factor of $\sqrt{2}$ of the true count.

Unfortunately, the counting scheme presented so far is non-constructive— it tells us bounds on the number of targets, but offers no actual placements of targets satisfying the readings of all the sensors. In the following section, we address this fundamental problem of producing target placements consistent with the sensors’ readings.

\subsection*{3.2 Target Placement}

Consider the example in Figure 2. For this example, the algorithm \textsc{scan} outputs the target range $[2, 4]$, which clearly is consistent with the sensors’ readings. However, a moment’s reflection shows that there is no realizable (feasible) target placement that is consistent with the target count of either 2 or 3. Indeed, the only feasible target placement satisfying the sensors’ readings needs 4 targets, as shown. Even for feasible target counts, the algorithm does not provide an actual placement of targets. We address these shortcomings in the following.

Consider a set $S = \{s_1, s_2, \ldots, s_n\}$ of $n$ sensors along the X-axis, and let $C = \{c_1, c_2, \ldots, c_n\}$ denote the readings associated with these sensors. Let $P =$

\begin{center}
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\textbf{Fig. 2.} An example of 3 sensors on a line, where the first and the third sensor has target count 2, while the middle sensor has count 0. The \textsc{scan} algorithm outputs a target range of $[2, 4]$. Only the target count of 4 is realizable as a physical configuration of targets consistent with the sensors’ readings.
Fig. 3. An example with 7 targets and 3 sensors. The true target positions are shown as solid circles. The sensor readings are shown by the numbers placed above each sensor’s range. The output placement computed by our algorithm is shown using lightly shaded triangles.

\{p_1, p_2, \ldots, p_{2n}\} denote the set of 2n points defining the start and the end points of the sensor ranges, sorted in order of increasing x-coordinates; that is, the x-coordinate of \(p_i\) is less than the x-coordinate of \(p_{i+1}\).

We introduce a set of variables \(Z = \{z_1, z_2, \ldots, z_{2n}\}\) where \(z_i\) represents the total number of targets lying to the left of point \(p_i\). By definition, therefore, we have the following constraint:

\[ z_1 \leq z_2 \leq \ldots \leq z_{2n}, \]

because the number of targets to the left of \(p_{i+1}\) is at least as large as the number of targets to the left of \(p_i\).

Next, if \(p_j\) and \(p_k\) are the starting and end points associated with the range of sensor \(s_i\), then \(z_k - z_j\) denotes the number of targets in \(s_i\)'s range. This introduces another constraint:

\[ z_k - z_j = c_i \]

We have one such constraint for each sensor. Any assignment of \(z_i\)'s satisfying these constraints, together with \(z_1 = 0\), corresponds to a feasible placement of targets for our problem. In particular, a feasible solution can be obtained by placing \(z_i - z_{i-1}\) targets spaced equally between points \(p_{i-1}\) and \(p_i\), for \(2 \leq i \leq 2n\). The set of constraints described above can be solved as an integer linear program. Unfortunately, in general, integer linear programming is NP-Hard. Fortunately, the special structure of our problem admits a rather efficient (polynomial time) solution, by a transformation to a shortest path problem. In particular, all the constraints in our problem have the form of a difference constraint. We explain the reduction to the shortest path problem, using an example.

Consider the example shown in Figure 3 with 7 targets and 3 sensors. The true target positions are shown as solid circles. The sensor readings are shown by the numbers placed above each sensor’s range. The first set of constraints that enforce the conditions \(z_i \leq z_{i+1}\), for \(1 \leq i \leq 2n\), can be written as the following set of difference constraints:

\[ z_1 - z_2 \leq 0, \quad z_2 - z_3 \leq 0, \quad z_3 - z_4 \leq 0, \quad z_4 - z_5 \leq 0, \quad z_5 - z_6 \leq 0. \]
Each of the equality constraint encoding the count of each sensor (Eq. 2) can be written as a pair of difference constraints:

\begin{align*}
    z_4 - z_1 &\leq 5, \quad z_1 - z_4 \leq -5 \\
    z_5 - z_2 &\leq 4, \quad z_2 - z_5 \leq -4 \\
    z_6 - z_3 &\leq 2, \quad z_3 - z_6 \leq -2
\end{align*}

These inequalities can be transformed into the formulation of a shortest path problem in a graph as shown in Figure 4. In this graph, there exists a node for each variable \( z_i \), and an edge for each difference constraint. In particular, the difference constraint \( z_i - z_j \leq \ell \) maps to an edge directed from node \( w_j \) to node \( w_i \), with weight \( \ell \). In addition, we add an artificial node \( s \), and introduce 0-weight edges from \( s \) to all other nodes in the graph. We now observe that this graph has well-defined shortest paths from \( s \) to all other nodes if and only if there is no negative-weight cycle in the graph. More precisely, if there is a negative cycle in the graph, then the set of inequalities are inconsistent, and there is no feasible solution. Otherwise, the shortest path distances to the nodes \( z_i \) correspond to a feasible solution.

Solving the shortest path problem on the graph gives the following shortest path distances from \( s \): \( z_1 = -5, z_2 = -4, z_3 = -2, z_4 = z_5 = z_6 = 0 \). We can enforce \( z_1 = 0 \) by adding 5 to all these variables, without violating any constraints. We then get: \( z_1 = 0, z_2 = 1, z_3 = 3, z_4 = z_5 = z_6 = 5 \). The placement of targets corresponding to these variable settings is shown in Figure 3 by lightly shaded triangles.

We can solve the shortest paths problem in the graph using the Bellman-Ford algorithm; this algorithm either determines that the graph contains a negative-weight cycles, or computes valid shortest path distances in worst-case time \( O(|V||E|) \), where \( |V| \) and \( |E| \), respectively, are the number of vertices and edges in the graph [11]. In our setting, both the number of vertices and edges is \( O(n) \), so the algorithm has time complexity \( O(n^2) \). We can now state the main result of this section.

**Theorem 3.** Given a set of \( n \) counting sensors on a line and their target counts, we can find in \( O(n^2) \) time a placement of targets consistent with all the sensors’ counts, or determine that the sensors’ readings are inconsistent.
The Bellman-Ford shortest path algorithm, in fact, has an interesting property: the algorithm minimizes the maximum difference between the difference variables. In other words, the algorithm not only finds a feasible assignment of variables, but actually finds an assignment satisfying

$$\min \max_{1 \leq i \leq 2n, 1 \leq j \leq 2n} |z_i - z_j|$$

In our setting, the maximum difference is between the variables $z_{2n}$ and $z_1$ (Equation 1). But $z_{2n} - z_1$ equals the total number of targets in the solution, and so our algorithm finds a feasible solution with the least possible number of targets consistent with the sensors’ counts.

4 Extensions to Non-ideal Sensing

In this section, we make a limited attempt to address two of the most severe assumptions of the idealized sensor model, namely, the unit disk sensing range and perfect target count. In particular, we show that our algorithms can easily handle sensing ranges that are neither unit length (in 1d) or unit disk (in 2d) nor symmetric about the center. Secondly, our algorithms can gracefully handle noisy target counts by sensors. Specifically, if the true target count for a sensor is $c$, then a sensor can report any value in the range $[(1 - \rho)c, (1 + \rho)c]$, where $\rho$ is the noise parameter, reflecting the false positives and negatives in the sensor’s reading. We now discuss the implications of these non-idealities on our algorithms.

4.1 Target Count Approximation with Non-ideal Sensors

Let $S = \{s_1, s_2, \ldots, s_n\}$ denote the set of sensors. We denote the set of sensing ranges by $R$. As in the case of ideal sensors, we use the algorithm scan to compute the non-redundant set $R'$. Let $S' = \{s'_1, s'_2, \ldots, s'_{n'}\}$ denote the set of sensors associated with $R'$ and let $C' = \{c'_1, c'_2, \ldots, c'_{n'}\}$ denote the (noisy) counts associated with these sensors. Our algorithm outputs $C_A = S_{C'} \sqrt{2(1 + \rho)(1 - \rho^2)}$ as the target count, where $S_{C'}$ is the sum of readings of set $C'$, namely, $S_{C'} = \sum_{1 \leq i \leq n'} c'_i$. Let $C_{OPT}$ denote the actual count of the number of targets in the system. The following theorem analyzes the accuracy of this approximation.

**Theorem 4**

$$\frac{C_A}{\sqrt{\frac{2(1+\rho)}{1-\rho}}} \leq C_{OPT} \leq \sqrt{\frac{2(1+\rho)}{1-\rho}} C_A$$

It is not too difficult to see that our bounds for both ideal and non-ideal sensors are the best possible in the worst-case. In particular, given any value of $\rho$, it is possible to achieve the worst-case approximation factor (both overcount and undercount) with just two sensors. In the next section, we extend the target placement algorithm proposed for ideal sensors to estimate target placements in the presence of non-ideal sensors.
4.2 Target Placement with Non-ideal Sensing

Let the sets $C' = \{c'_1, c'_2, \ldots, c'_n\}$ and $C = \{c_1, c_2, \ldots, c_n\}$ denote the noisy and the true readings of the sensor set $S = \{s_1, s_2, \ldots, s_n\}$. Let us associate the set of variables $Z = \{z_1, z_2, \ldots, z_{2n}\}$ with the sorted set $P = \{p_1, p_2, \ldots, p_{2n}\}$ of start and end point of the sensor ranges, where, as for ideal sensors, $z_i$ denotes the number of points to the left of point $p_i$. We now show that a feasible target placement can be obtained even for non-ideal sensors.

**Theorem 5.** Given a set of $n$ non-ideal sensors and their readings, we can find a placement for targets in the network which satisfies all sensor readings.

Of course, both the target placement as well as the number of targets estimated may be different from the ones found using non-noisy counts, but the approximations are guaranteed to be within the range of accuracy given by our theorems.

In the next section, we consider the target counting problem when the sensors and the targets are scattered in a two-dimensional plane.

5 Two Dimensional Target Counting

We begin with an example to argue that, unlike in the one dimension, approximation within a constant factor is not achievable for the two-dimensional target counting problem. The construction is quite simple, and shown in Figure 5. Imagine starting with $n$ circles, centered at the origin. (The circles represent the sensing ranges of our idealized counting sensors.) We keep one circle stationary, and translate the centers of the remaining $n-1$ circles by $\{\delta, 2\delta, \ldots, (n-1)\delta\}$ along the positive X-axis, where $\delta$ is chosen such that $(n-1)\delta$ is less that the radii of these circles.

With this arrangement of sensors, consider two different sets of target placements. In the first case (left figure), we place $k$ targets at the origin. In the second case (right figure), we place $k$ targets each near the top of each sensor’s range. It is easy to see that in both cases, each sensor counts precisely $k$ targets in its range, but the total number of targets present is $k$ in the first case, and $nk$ in the second case. Because the two cases are indistinguishable based on the

![Fig. 5. Two scenarios with identical sensors information, but different total target counts: $k$ for the left figure, and $nk$ for the right figure](image-url)
sensors’ counts, no algorithm in this model can count targets with any constant factor accuracy. We summarize this result in the following theorem.

**Theorem 6.** For arbitrary arrangements of sensors and targets, no algorithm can achieve a constant-factor approximation of the target counts even with idealized counting sensors in two dimensions.

Clearly, the main source of difficulty is the overlapping sensing ranges. The construction of Figure 5 achieves the impossibility result by forcing an unbounded level of overlap among the ranges. In the following, we argue that if the degree of overlap is at most $m$, then one can approximate the target count within factor $\sqrt{m}$; thus, in practice, where we expect the overlap to be small, the approximation may be acceptable. By the degree of overlap, we mean the maximum number of sensing ranges that cover a point in the plane.

**Theorem 7.** If the maximum degree of sensor overlap is $m$, then we can approximate the total number of targets in two dimensions to within a factor $\sqrt{m}$.

If we consider the non-idealities of convex ranges and noise parameter as defined in Section 2 then for these non-ideal sensors the proof given above can be extended to obtain an approximation factor of $\sqrt{m(1+\rho)}$.

## 6 Related Work

The problem of detecting and tracking targets is of broad interest to many applications dealing with unattended monitoring and surveillance, with a rich literature in many disciplines, including computer vision, signal processing, ad hoc networks etc. [7][12][9][13]. The research goals in these areas, however, are different from those being pursued in sensor networks. In particular, the vision and signal processing communities are concerned with extraction of distinguishing features in detailed signals (e.g. images) and classifying the targets (e.g. tanks or cars). The mobile and ad hoc network communities have considered tracking with the goal of maintaining the state of network connectivity. In these cases, the nodes try to track other nodes using mobility models so that routing can be achieved successfully.

Counting targets is closely related to monitoring, intrusion detection and tracking targets. Counting is often the first step in most of these applications. Research in sensor networks has seen a lot of work in tracking multiple targets [14][15][16][17][18][19][20][21] and almost every piece of work assumes that the number of targets in the network is known. Our work is closely related to [5][6] in terms of deriving fundamental limits for tracking and counting targets using a minimal sensing model. These papers use a binary sensing model, which has also been considered by [1][2][3][4]. Counting sensor model is similar to the binary model in terms of minimal sensing, instead of transmitting a bit of information, counting sensors transmit an integer representing the number of targets in their
range. The problem of counting targets is explored in [6] and the authors show that even in one dimension, counting targets accurately is not possible using binary sensing model unless the targets are spaced far apart from each other. Gfeller et al. [22] add to the basic binary sensing model by considering mobile binary sensors and show that even then the problem is hard. Counting targets is also addressed in [23], the sensors considered are proximity sensors and sense the amplitude only. The target counting is then represented as peak counting problem in the aggregate sensor network, but the framework assumes that the targets are well separated. In [24], the authors look at the problem of counting the number of people in a crowd using image sensors. They subtract background from the image and then count number of visual hulls to count number of people. Their focus is on geometric hull computation and our techniques can be used on top of their algorithms to provide the bounds and counts. In [25] the authors use topological integration theory to provide expected target counts as compared to the deterministic bounds provided in this paper. The model of sensing considered is similar in the sense that the sensors give a count of the number of objects. However, the paper does not make any assumptions about sensing shapes and proves that the expected counts is the best one can hope for without geometry.
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Abstract. Many applications in sensor networks demand for energy and time optimal routing of data towards a sink. In this work we present mechanisms to set up energy and time efficient TDMA schedules for a given routing tree under very strict limitations: Nodes have only a constant size memory and must agree on a schedule using only a minimum of communication for set up: Each node is only allowed to send a single message to each of its neighbors.

We propose and analyze solutions in two different interference models. We show that, despite these tight restrictions, it is possible to compute energy optimal schedules which are almost time optimal and time optimal schedules which are almost energy optimal in the total interference model and we describe a 4-approximative algorithm in the $k$-local interference model.

We also show how to extend these mechanisms to settings with packet loss, while still guaranteeing bounds on energy consumption.

1 Introduction

Data-harvesting applications in sensor networks gather bulk data from the data field and collect them at a central repository or sink. Examples are data archiving or surveillance applications that periodically sample snapshots at high rates, storing or analyzing them centrally outside the network [1]. Another class are scenarios in which network nodes store measured data until from time to time a user requires access to the data stored in a large number of nodes [2]. In low-power networks, these applications demand highly optimized communication management to keep the network operable for as long as possible.

This paper considers sensor networks where sensor nodes are distributed over a geographic area and measure values in regular time intervals. At certain times, the stored data must be routed through the network and collected at a central location, the sink, usually along a routing tree rooted at the sink. Since the radio communication dominates the energy consumption, minimizing the cost of wireless communication is crucial to maximize the lifetime of a sensor network.
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Power consumption in this scenario can be reduced in several ways. First by compressing the data, second by improving the routing tree to prevent that single nodes are overly burdened, and third by avoiding all unnecessary power consumption of the radio. Although these three issues are not fully independent, it makes sense to analyze them separately. Data reduction is an application-specific problem that is largely orthogonal to the other two problems. The construction of routing trees is subject to many other practical restrictions such as link quality in real-life networks. We will thus focus on the problem of avoiding all unnecessary power consumption by the radio for a fixed routing tree provided by some arbitrary protocol.

If communication patterns are known in advance, schedule-based (“TDMA”) protocols outperform contention-based (“CSMA”) protocols, because they do not waste energy due to idle listening and collisions. Their drawback however is an increased protocol overhead for schedule set-up. Therefore, we develop and analyze efficient, schedule-based protocols that require only a minimum of set-up communication.

The problem addressed in this paper can be summarized as follows: Given a routing tree in which all nodes store data that is to be collected at a sink, we allow each node to pass only one packet to each of its neighbors in that tree. Is it possible to agree on an energy-optimal TDMA schedule, i.e., a schedule that allows to transport all stored packets to the sink and in which all nodes know exactly when to send and when to listen? Is it possible to agree on a schedule of minimum length?

We will contribute to this problem by providing lower bounds and algorithms for two reasonable interference models. In the total interference model, we assume that at any time, only one single transmission is allowed throughout the whole network. We will provide two transmission schedules that comply with the above restrictions, the first being time-optimal at the price of adding a small protocol overhead to routed packets, the second being energy-optimal, but not time-optimal. We also provide a third transmission schedule for routing trees that is both, energy- and time-optimal, at increased set-up costs. Furthermore, we prove that in this interference model, an energy- and time-optimal transmission schedule cannot route single data packets with minimum delay. We conjecture that it is impossible to set up an energy- and time-optimal schedule under our restrictions at all.

In the $k$-local interference model we assume that transmissions do only interfere with transmissions within some constant neighborhood. We will show how to set up a transmission schedule that is energy-optimal and constant-factor time-approximative for the given tree.

This paper is organized as follows: In the remainder of this section, we will discuss related work and give a formal problem definition. In Section 2, we cover the problem of finding schedules for a routing tree with total interference. In Section 3, we do the same for local interference models. Section 4 discusses a method to handle the problem of unreliable links. We conclude in Section 5.
1.1 Related Work and Overview

There is a plethora of algorithms for finding topologies (or routing information) for the data gathering problem in sensor networks. There are several goals for optimization, for example throughput, latency, reliability, security and energy consumption, the last one being the most important in sensor networks. Almost all of these different approaches, however, construct one or sometimes several routing trees.

There has been previous work on minimizing the time for data gathering. In [3] a problem similar to ours is studied, a 4-approximation algorithm is given and NP-hardness of the problem shown. A problem with variable release times is studied in [4]. Unlike this previous work, however, we focus on distributed algorithms and take set-up cost into account. Also, we do not concentrate so much on time optimality but on energy optimality.

There are two main kinds of medium access methods: contention based (“CSMA”) protocols and scheduled (“TDMA”) protocols (see [5] for a partial overview of MAC protocols for sensor networks). There are also a few hybrid forms. The strength of contention based protocols include simplicity, low protocol overhead and flexibility, but they suffer from energy waste caused by collisions, overhearing and idle listening. TDMA-based protocols do not have any of these drawbacks (at least in theory) but they require more communication to establish the scheme, time synchronization is usually more of an issue and they are less flexible in case of topology changes.

One of the very few contention-based MAC protocols that take advantage of the tree topologies present in data-archiving systems is [6]. The wakeup times of nodes are staggered on paths towards the sink, which reduces latency. Measures are employed to reduce interference among packets travelling along the same paths. Additionally, special “More-to-Send” packets are used to further synchronize wakeup times and thus increase throughput. However, this protocol is designed for very low data rates. It is not energy-optimal and there are no special mechanisms to reduce congestion and ensure fairness.

Flexible Power Scheduling (FPS) is described in [7]. In FPS parents are responsible for assigning time slots to their children. FPS reduces contention but does not guarantee collision-free communication. Therefore, an underlying MAC layer is still required. Fairness among children in different branches is not ensured.

MPS (Multi-Flow Power Scheduling) and HPS (Hybrid Power Scheduling) are enhancements on FPS introduced in [8]. MPS is closely related to our $k$-layer interference protocol in Section 3, but performance is only evaluated experimentally and there is no theoretical analysis of the protocols. Also, the interference model is not described explicitly.

The authors of [2] address the problem of congestion, fairness and robustness during the transport of high volumes of sampled data. They use the total interference model (cf. Section 2). Their approach is based on a slot distribution scheme. Nodes that have no more packets to send can pass their slots back to their parent. Every second slot that a node receives from its children is passed on to its parent. This aims at distributing slots more fairly: Nodes with high
loads get more slots. In [9] further refinement of slot distribution strategies are developed. But even with these refinements, the channel usage is still fairly low and decreases with growing network size. In the same paper, there is another scheme (similar to ours in Section 2) which, however, leads to unlimited buffer size and the control message overhead is not analyzed.

DOZER ([10]) is an approach that tries to solve the problems of medium access, tree construction and scheduling together. The authors employ a local TDMA scheme which reduces requirements on clock synchronization but does not ensure fairness. Collisions are reduced by letting schedules of interfering node pairs “drift apart” through randomization. This approach is designed for scenarios with very low data rates but causes problems when there are higher volumes of data to deliver.

In contrast to these approaches, we focus on detailed theoretical analysis of throughput and protocol overhead. Our approaches are also designed for arbitrarily large networks and high data load.

1.2 Problem Definition and Network Model

Throughout this work, we assume that we are running a sensor network with one node serving as a sink that is connected to some infrastructure or monitor. The task now is to set-up a transmission schedule that collects sensor data from all nodes at the sink without aggregation. This task naturally divides into the following subtasks or stages:

*Topology stage*: decide on a topology to collect data. We assume that the resulting topology is a tree routed at the sink.

*Set-up stage*: perform the communication necessary to agree on a schedule that guarantees delivery of all sensor data to the sink and complies with an interference model.

*Collection stage*: run the schedule as long as data is to be collected.

Energy consumption is our primary concern. We want to minimize it during both the set-up stage and the collection stage. Energy use during the collection stage can be minimized if each node knows exactly in which slots to listen and when to send and if there is no idle listening or failed transmission. Nodes that are neither sending nor trying to receive can go into sleep mode or at least turn off their radio, dramatically reducing the energy consumption. We concentrate on solutions which achieve this with a minimalistic kind of set-up communication: Just one convergecast and one broadcast. It is impossible to let all nodes know about the schedule’s length, let alone a first point in time to transmit or receive with less communication.

More formally, we restrict solutions to the following model:

1. Each node $v$ in the network must transmit a (possibly individual) number of own data packets, $\sigma(v)$ to the sink.
2. Within the network, a spanning tree $T$, rooted at the sink $r$ is provided by some standard protocol, i.e., every node knows its parent and a list of its children.
3. During the set-up stage, every node can send at most one packet of size \( O(\log N) \) bits to each of its neighbors in \( T \), \( N \) being the number of packets in the network. We assume that during this stage a different medium access scheme is used to establish parameters for the TDMA-based scheme of the collection stage.

4. Each node (except for the sink) has only a limited, constant amount of memory for buffering packets and storing information about the slots to be active.

As a secondary criterion, we want to minimize the length of the schedule, i.e., the time until all packets have been delivered.

### 1.3 Definitions and Notation

We will denote a node’s distance from the sink in \( T \) by \( h(\cdot) \) and the height of the tree by \( h \). We will talk of children, descendants, parents and ancestors in the usual sense. We will refer to the set of a node \( v \)’s descendants including \( v \) as \( D(v) := \{ w \mid w \text{ is descendant of } v \} \cup \{ v \} \). The set of children of \( v \) is denoted by \( C(v) \). We will assume that there is a fixed ordering among the children of every node. A child \( v \) is said to be left of \( w \) if it precedes \( w \) in this order. We will also refer to the pre- and postorder number of nodes as \( \text{pre}(v) \) and \( \text{post}(v) \) (with respect to these orderings) in the usual sense. As defined above, let \( \sigma(v) \) denote the number of own packets a node has to deliver. We will assume that every node (except the sink, for which we assume \( \sigma(r) = 0 \)) has at least one data packet. We will shortcut \( \sum_{v \in V'} \sigma(v) \) by \( \sigma(V') \) and \( \sum_{v \in V} h(v) \sigma(v) \) for the number of transmissions a set of nodes causes and \( \bar{\pi}(v) := \pi(D(v)) \).

### 2 Scheduling a Tree with Total Interference

This section covers the case of total interference. That is, no two nodes are ever allowed to transmit in the same time slot.

#### 2.1 Infeasibility

We conjecture that it is not possible to find a scheme that achieves optimal time and energy using only one concast and convergecast in the total interference model under the assumptions given in section 1.2. We have no proof for this claim, but if we restrict ourselves to certain kinds of schedules, it follows quite easily:

**Proposition 1.** Let \( \sigma(v) \equiv 1 \), every node can store at most one packet (at the beginning every node’s memory is filled with its own packet), during the set-up stage only one convergecast and one broadcast of \( (\log N) \)-sized messages is allowed and no additional information can be attached to the packets during the collection stage.

Under these restriction it is not possible to compute and run a time-optimal
schedule in which each packet is immediately passed to the sink once it has started from its originating node.

Proof. Let $r$ be the sink node. During the set-up stage, $r$ has only received $|C(v)|c \log N$ bits for some constant $c$. For every packet arriving at $r$ during the collection stage, the height of the originating node can be determined by the time since the arrival of the previous packet. As $r$ is only allowed to be awake when packets arrive, it must know the times of arrival in advance. This is equivalent to knowing the heights $\{h_1, h_2, \ldots, h_n\}$ of the packets in advance. There are, however, an exponential\(^1\) number of such sequences, each one requiring a different schedule at $r$. But these cannot be identified by the $C(v)c \log N$ bits.

Most of the assumptions can be relaxed without invalidating Proposition\(^1\) but it is not apparent if different kinds of schedules (which, for example, buffer incoming packets) could achieve more. The rest of the paper will show what is possible if some of the assumptions are relaxed.

### 2.2 An Optimal Scheme with Increased Packet Size

In our first approach we will achieve a time and energy optimal scheme by allowing slightly increased packet size during the collection stage.

We will proceed as follows: The packets are transported to the sink in preorder. Each packet is immediately passed down to the sink once it has started. A node $v$ never has to wake up before all nodes which are further left than $v$ but not descendants of $v$ have transmitted their packets to the sink. Let’s call the first time slot in which $v$ has to transmit a packet $T(v)$. We have

\[ T(v) = T(parent(v)) + \pi(parent(v)) \quad (1) \]

if $v$ is the leftmost child of its parent. Else, we have

\[ T(v) = T(s_l(v)) + \bar{\pi}(s_l(v)) \quad (2) \]

The $\sigma(v)$ packets of $v$ are then transmitted in time slots $T(v), T(v) + h(v), \ldots$ until $T(v) + (\sigma(v) - 1)h(v)$. After transmitting its own packets, the next time to wake up for $v$ is when its leftmost child $w$ transmits its packet.

The ancestors of $v$ also have to have information about when to receive these packets on their way to the sink. A node $w$ on the path from $v$ to the sink $r$ has to receive in slot $T(v) + h(v) - h(w) - 1$ and has to send in slot $T(v) + h(v) - h(w)$ (and so on...). Therefore, $v$ attaches

---

\(^1\) Exponential in $n$, even disregarding isomorphisms and order.
to the payload $P$ of the message an information $t$ about the next time slot it is going to send in.

$$t = \begin{cases} 
T(v) + h(v)k & \text{if } P \text{ is the } k\text{th packet of } v \text{ and it has packets left} \\
T(c) + 1 & \text{if the next packet belongs to a child } c \text{ of } v \\
t' + 1 & \text{if } P \text{ is from a descendant of } v \text{ and } t' \neq 0 \\
0 & \text{if } t' = 0 \text{ and no children of } v \text{ are left}
\end{cases} \quad (3)$$

After all descendants of $v$ have transmitted their packets, $v$ can sleep for the rest of the protocol.

In summary, each node $v$ has to compute

1. the number of packets $\sigma(D(c))$ in the subtree of each of its children $c_i$ (counted during the convergecast),
2. its own height $h(v)$ (determined during the broadcast),
3. the weighted sizes of the subtrees $\overline{\pi}(c_i)$ (computed from $h(v)$ and information collected during the convergecast),
4. its own starting time slot $T(v)$ and the starting slots of all of its children (computed via Equations (1) and (2)).

**Theorem 1.** There is a scheme that produces an optimum length schedule of length $\overline{\pi}(r)$. In this scheme, every node receives $1 + C(v)$ packets and transmits $1 + C(v)$ packets of size $\log(N)$ in the set-up stage.

Every node receives and sends $\Theta(\sigma(D(v))\log(h))$ additional bits during the collection stage. In total, an additional $\Theta(n\Delta \cdot \log(N) + \overline{\pi}(r) \log h)$ bits are transmitted and received (with $\Delta := \max_v C(v)$). A node needs additional memory of $O(\Delta \log(nh \max_{w \in V} \sigma(w)))$.

**Remark 1.** The amount of additional data can be reduced to $\Theta(D(v) \log h)$ (or $O(n \log h)$) bits per node. The total amount of additional data can be reduced to $\sum_v h(v) \log h \leq nh \log h$ bits.

Summarizing, we have described a time- and energy-optimal scheme at the price of increasing each packet by $\log(h)$ bits.

### 2.3 Variants

In the previous section we saw how an optimal (shortest) schedule can be constructed with relatively little (but unbounded) message overhead. With slight modifications (which include adding a memory buffer for one packet at every node), a similar scheme as in the previous section can be constructed for postorder. In this section we will propose two different ways of cheating to get a time optimal schedule.

Our first proposal needs more energy in the set-up stage and more than constant memory:
Proposition 2. It is sufficient to send (and store) \( h \log N \) bits per edge once: the number of nodes in every layer below that edge. If we use level order, we can compute \( t \) from this information.

Finding a scheme for level order seems a little bit more involved. If, however, every node \( v \) knows the number of nodes in lower levels and for each level \( \ell \geq h(v) \) the number of nodes in level \( \ell \) to the left of \( v \), in \( v \)'s subtree and to the right of \( v \), then it can easily compute the slots in which it has to send or receive. However, this requires additional memory per node in the order of \( \Theta(h \log N) \) and the same amount additional communication per edge.

The second approach is a scheme which fulfills all the requirements on communication and memory but at the cost of time optimality:

Proposition 3. If all nodes have the same number \( \sigma \) of packets, we can arrange an energy optimal schedule with length \( Nh \) (\( h \) is the tree height) and time approximation factor \( \sqrt{n} \).

Proof. This schedule works as follows: As before we process packets in preorder and immediately hand them down to the sink. The only difference being that

\[ T(v) = \sigma h \cdot (\text{pre}(v) - 1) + h - h(v) + 1. \]

The packets of \( v \) are then transmitted in slots \( T(v), T(v) + h, \ldots, T(v) + (\sigma - 1)h \). If \( v \) actually has height \( h(v) < h \), there are \( h - h(v) - 1 \) unused slots.

The approximation ratio of the length of this scheme is \( \Theta(\sqrt{n}) \): For a fixed height \( h \) the worst case is a “flower” with one path of length \( h \) and all other nodes at height 1. The approximation ratio is \( \sigma nh/|S_{OPT}| = nh/(h \cdot (h - 1)/2 + (n - h) \cdot 1) \leq c\sqrt{n} \).

Remark 2. For “well-behaved”, geometric graphs in the plane with height \( \Theta(\sqrt{n}) \) and \( O(\ell) \) nodes in every level \( \ell \) (like a regular, geometric grid), the schedule has length \( \Theta(\sigma n\sqrt{n}) \) which is within a constant factor of the optimum.

3 Scheduling with Local Interference

In this section, we assume that a transmission \((u,v)\) is successful if and only if \( u \) is the only active sender in \( v \)'s \( k \)-hop neighborhood for some constant \( k \). We call this interference model \( k \)-local interference. This model is a reasonable, yet cautious approximation of interference in dense networks, in which euclidian distance and hop-distance closely correlate.

Quite typically, routing trees for data aggregation in sensor networks are set up using some kind of request flooding, i.e., the routes between a node and the sink are shortest paths (in hops). This is not only a very lightweight, robust protocol, but also guarantees that data travels on short routes, which reduces the risk of packet loss. In such trees, a transmission \((u,v)\) is always successful if \( u \) is the only active sender among all nodes with \(|h(v) - h(u)| \leq k \). This follows from the triangle inequality. We call this property of a rooted tree \( k \)-layer bounded interference. We will propose a protocol, coined \( k \)-LS, to set up a schedule that is energy optimal and time approximative within a constant factor.
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Fig. 2. Slot assignment (a) and result (b) of the first phase of $k$-LS for $k = 3$ and $\sigma \equiv 1$. Edges are active at time $t$ if $t$ is in the given range and matches the modulo for the sender’s level of the tree.

Theorem 2. In the $k$-local interference model, there is a scheme for trees with $k$-layer bounded interference yielding an energy optimal schedule that is time approximative within a factor of $\frac{k+2}{\lfloor (k+1)/2 \rfloor} \leq 4$.

Proof. The key idea of $k$-LS is to set up two schedule phases that are performed successively. In the first phase data is “pipelined” towards the sink ending in a state where no nodes having a height of more than $k+2$ have any packets left. In more detail, the sink’s neighbors pass packets to the sink every $k+2$ slots starting with the first slot and sending one after another. Whenever a node transmits a packet, it receives a packet in the next slot from one of its children as long as their children have more packets. Every node $v$ passes $\sigma (D(v) \setminus V_{k+2})$ packets, i.e., as many packets as there are in its subtree in heights more than $k+2$. In the second phase data is collected from the remaining nodes using essentially the same technique as in Proposition 2. For the following formal description, we will shortcut the set of nodes with height less than or equal to some $h$ with $V_h := \{u \in V \mid h(u) \leq h\}$.

During the convergecast phase each node $v$ learns how many packets to relay from nodes with heights $h(v)+1, \ldots, h(v)+k+2$ and from more distant levels. Obviously, $(k+3)\log N$ bits, i.e. a message size of $O(\log N)$ during the concat phase is sufficient to achieve this. In the broadcast phase, each node $v$ learns its height $h(v)$ and some starting slots to be described later. Given its height, it knows how many packets to relay that do not originate at nodes $u \in V_{k+2}$, i.e. $\sigma (D(v) \setminus V_{k+2})$ and, if $h(v) \leq k+2$, how many nodes to relay from each of the levels $h(v)+1$ to $k+2$. For the first, the pipelining phase, every node is additionally assigned a starting slot $T(v)$ as follows: The sink assigns itself the (imaginary) starting slot $T(r) = 0$, and using messages of at most $2\log N$ bits, each node $v$ assigns start slots $T(v)+1 + \sum_{0 < j < i} \sigma (D(c_j) \setminus V_{k+2})$ to each of its children $c_i$. For the second phase, nodes in $V_{k+2}$ additionally receive the starting
slots according to the scheme proposed in Proposition\ref{thm:rescaled_local} restricted to nodes in $V_{k+2}$ plus an offset of $(k+2) \cdot \sigma (V \setminus V_{k+2})$, which is known to the sink after the convergecast. In the pipelining phase, each node $v$ but the sink now transmits in slots $T(v) + i (k+2)$ for $i = 0, \ldots, \sigma (D(v) \setminus V_{k+2})$. It receives a packet in the following slot the first $\sum_{c \in C(v)} \sigma (D(c) \setminus V_{k+2})$ times. This process is depicted in Fig.\ref{fig:LS_schedules} for $k = 3$ and $\sigma = 1$. Quite obviously, this part of the schedule has length $(k + 2) \cdot \sigma (V \setminus V_{k+2}) + 1$. Nevertheless, for the analysis, we can assume a length of only $(k + 2) \cdot \sigma (V \setminus V_{k+2})$ since the last transmission of this part can safely overlap with the first transmission of the second part. After completion, no node with height more than $k + 2$ neighborhood has any packets left and each node $v$ in $V_{k+2}$ has exactly $\sigma (v)$ packets stored. Now, the rest of the packets is collected optimally as described in Proposition\ref{thm:rescaled_local} i.e. in $\pi (V_{k+2})$ slots.

It is easy to see that the resulting schedule is energy optimal for the given tree. To show the approximation factor of $(k + 2) / [(k + 1)/2]$, we observe that for $l := [(k + 1)/2]$, no two nodes in $V_i$ can transmit at the same time. Thus, each packet originating at a node with height of more than $l$ accounts for at least those $l$ slots where it is the only one transmitted by a node with height of $l$ or less in an optimal schedule. Similarly, every packet originating at a node $v \in V_i$ accounts for at least $h(v)$ slots. Hence, an optimal schedule has at least length

\begin{equation}
|S_{\text{OPT}}| \geq l \sigma (V \setminus V_i) + \pi (V_i) = l \sigma (V \setminus V_{k+2}) + \sigma (V_{k+2} \setminus V_i) + \pi (V_i)
\end{equation}

The schedule produced by $k$-LS in turn uses

\begin{equation}
|S_{k, \text{LS}}| = (k + 2) \sigma (V \setminus V_{k+2}) + \pi (V_{k+2}) = (k + 2) \sigma (V \setminus V_{k+2}) + \sigma (V_{k+2} \setminus V_i) + \pi (V_i)
\end{equation}

The claim now follows from the fact that $\pi (V_{k+2} \setminus V_i) \leq (k + 2) \sigma (V_{k+2} \setminus V_i)$.

Applying very similar arguments as above, we can observe that first, $k$-LS produces a time optimal schedule if the first $(k + 2)$ levels of $T$ form a single path, and second, that if $T$ is a hop-shortest path tree in the sink’s $l$-hop neighborhood, the produced schedule is time approximative not only for an optimal schedule of $T$, but for an optimal schedule of any spanning tree. For the sake of brevity, we omit the proof.

**Corollary 1.** The schedule produced by $k$-LS is time optimal for the given tree if $V_{k+2}$ is a path and time approximative within a factor of $\frac{k+2}{[(k+1)/2]}$ among all schedules of all spanning trees of $G$ if $h(v) = d_G(v, r)$ for all $v$ with $d_G(v, r) \leq l$, i.e. if $T$ is a hop-shortest path tree in the $l$-hop neighborhood of $r$.

All these results can very naturally be extended to a relaxed local interference model, the $k_i/k_o$-local interference model, in which a transmission $(u, v)$ is successful if $u$ is the only active sender in $v$’s $k_o$-neighborhood, but might be successful if $u$ is the only active sender in the $k_i$-neighborhood of $v$. Then, the approximation ratio from Theorem\ref{thm:rescaled_local} becomes $\frac{k_o + 2}{[(k_i+1)/2]}$.
4 Making Schedules Robust

In this section, we will analyze an approach to make the above schemes robust to link failures using logarithmic sized additional memory per node. To allow for more sophisticated solutions than blindly repeating transmissions, which would not lead to a robust scheme anyway, we will assume some sort of ACK to acknowledge successful transmissions and a known lower bound on reception probability \( \alpha(u) \) (including the feedback) for every link \((u, v) \in T\). We further assume reception probabilities to be independent for every transmission. We will first analyze a generic approach and then discuss individual issues of the proposed schemes.

For the generic approach, we will assume a non-robust schedule in which no node receives twice in a row without sending in between like all of the above. We further assume that we have a mechanism to allocate \( t(u) \geq \lceil 2/\alpha(u) \rceil \) successive slots for every scheduled transmission \((u, v)\) in the non-robust schedule. We will discuss later how to do this for the individual protocols. The basic idea now is to run the non-robust schedule, with \( t(u) \) slots reserved for every transmission \((u, v)\). We will show that as long as every node only uses the \( t(u) \) slots allocated for a single transmission in the non-robust schedule for at most one first transmission attempt (and arbitrarily many retransmissions), with high probability all packets are delivered if nodes are able to buffer a logarithmic number of packets and if the schedule budgets for a slightly more than \( \sigma(u) \) packets for every node, namely \( \sigma'(v) := \sigma(v) + \hat{\sigma}(v) \). More specifically, let every node \( v \) have a buffer of size of \((|C(v)| + 1)b\) for \( b := 3 \log_4 N \) packets, and let \( \hat{\sigma}(v) := (\frac{25}{32} \ln 4 + \frac{5}{2}(|C(v)| + 1))b \). We propose a robust transmission protocol (RTP) where a node \( u \) uses the \( t(u) \) slots reserved for a transmission \((u, v)\) in the non-robust schedule as follows: First, if all packets in the sender’s buffer are marked as “pending”, it pushes a “fresh” own packet to the buffer if there are any. Second, if there are unmarked packets in the buffer, it then marks one of them as “pending”. Third, it tries to transmit as many pending packets as possible, removing successfully transmitted packets from the buffer. The receiver \( v \) simply adds new packets to its buffer if they have not been received before.

**Proposition 4.** With high probability, RTP delivers all packets.

Before we prove this claim, we prove the following lemma:

**Lemma 1.** With high probability, no buffer of any node \( v \) ever contains more than \( b \) packets marked as pending or more than \(|C(v)|b\) unmarked packets.

**Proof (Lemma 1).** First, we observe that in a transmission phase, the number of nodes marked as pending at the sender can increase by at most 1, if all \( t(u) \) transmission attempts fail and decreases by at least one if two or more transmission attempts are successful. Since the number of transmission attempts is

\[^2\] Which can happen due to lost ACKs.
higher than $2/\alpha(u)$, the probability that the number of pending packets decreases, $p^-$, is more than four times the probability that this number increases, $p^+$, unless there were no pending packets at the begin of the transmission phase. Modeling the buffer utilization by marked packets as a finite Markov chain, we get a probability of less than $(p^+/p^-)^b$ to be in a state where the buffer contains more than $b$ marked packets by steady state analysis. The probability to reach such a state in any node in any transmission phase is thus less than

$$1 - \left(1 - \left(\frac{1}{4}\right)^b\right)^{N^2} = 1 - \left(1 - \frac{1}{N^3}\right)^{N^2} < \frac{1}{N}$$

On the other hand it is easy to see that also the number of unmarked packets in a node $v$’s buffer can never exceed $|C(v)|b$: Looking at a node $v$ and its children $C(v)$, we observe that the sum of packets marked as pending in the buffers of the children and the unmarked packets in the buffer of $v$ can only increase during a transmission phase of a child and the next transmission phase of $v$ (no node receives twice in a row) if $v$ had no unmarked packet in its buffer prior to the transmission phase and the transmissions all failed. But since with high probability, the first number stays below $b$ for all children, i.e. the sum of marked packets in the children’s buffers does whp. not exceed $|C(v)|b$, the sum of marked packets at the children plus the number of unmarked packets at $v$ cannot exceed $|C(v)|b$, which proves the claim.

**Proof (Proposition 4).** Before the additional $\hat{\sigma}(v)$ transmission phases start, every node had enough transmission phases to shift all its own packets to the buffer. From Lemma 1, we know that whp., the buffer sizes are sufficient. It remains to show that the additional $\hat{\sigma}(v)$ transmission phases are sufficient for every node to get rid of the packets left in the buffer, i.e. at most $(C(v) + 1)b$ packets. As argued above, in every transmission phase, with probability $p > 4/5$, at least one packet is transmitted. Thus, Hoeffding’s inequality gives us the following upper bound on the probability that for a single node, less than $(|C(v)| + 1)b$ of the $\hat{\sigma}(v)$ calls are successful:

$$P_{\text{snf}} \leq \exp \left( -\frac{2(\hat{\sigma}(v)p - (|C(v)| + 1)b)^2}{\hat{\sigma}(v)} \right) < \exp \left( \frac{16(|C(v)| + 1)b}{5} - \frac{32}{25} \hat{\sigma}(v) \right)$$

With $b$ and $\hat{\sigma}(v)$ as above, we get $P_{\text{snf}} < 1/N^3$, and a probability of less than $P_{\text{fail}} < 1 - (1 - 1/N^3)^{|V|} < 1/N$ that any node has any packets left when the schedule ends.

Note that while retransmissions of failed transmissions are inevitable, the proposed scheme does waste some energy for the following reasons: First, every node accounts for additional $O(\log N)$ packets, and second, nodes do have to transmit at least once during a transmission phase even if they do not have any packet marked as pending. Both effects increase the energy consumption only by small constant factors if every node has a payload of at least $\sigma(v) > \hat{\sigma}(v)$, i.e. $\sigma(v) \in \Omega(\log N)$. If, in this case, the number of time slots $t(v)$ can be set
to exactly \( \lceil 2/\alpha (v) \rceil \) for every \( v \), the total number of time slots \( 2t(v)\sigma (D(v)) \) reserved for \( v \)'s transmission attempts is at most six times the expected number of necessary transmission attempts \( \sigma (D(v)) / \alpha (v) \).

Adapting this approach to the proposed schedulings, however, can incur additional costs. This adaption is easy if there is some reasonable lower bound on reception probability, i.e., if there is some small constant \( c > 1 \) for which \( \max_{v \in V} \alpha (v) < c \min_{v \in V} \alpha (v) \). Then, every scheme can be made robust by choosing \( t \equiv \lceil 2/\min_{v \in V} \alpha (v) \rceil \). Schemes in the total interference model can also be made robust by treating a link \((v, \text{parent}(v))\) with reception probability \( \alpha (v) \) as if it was a path of length \( t(v) = \lceil 2/\alpha (v) \rceil \). In this case, the height of the tree changes accordingly.

For the time-optimal scheduling scheme in the total interference model, robustness can cause higher costs: Since packets contain additional routing data, missing packets can sometimes only be compensated for by idle listening when waiting for the next packet. On the other hand, buffer sizes and packet count increase can be lowered for some of the proposed solutions: If a protocol guarantees that a node does not receive packets from children alternatingly, which does hold for all protocols but the level-order schemes, then the \( |C(v)| \) can safely be replaced by 1 in the definition of \( b \) and \( \hat{\sigma} (v) \).

5 Conclusion and Open Problems

We have analyzed the performance of different TDMA schemes for two interference models. Under the total interference model we have analyzed a scheme that optimizes the number of transmissions and the time to complete at the cost of increasing the packet size. We described another scheme which does not need to change the packet size but which is not time optimal. We have conjectured that there is no scheme which is time and energy optimal at the same time. The proof of this conjecture remains an open problem. It is also an open question if there are energy optimal schedules with better approximation guarantees (concerning time to complete) than \( \Theta (\sqrt{n}) \).

For the \( k \)-layer interference model we have proposed a scheme which is energy optimal and is a good approximation with respect to time till completion. Finally, we have shown how our schemes can be improved in order to integrate robustness mechanisms.

Our analysis has shown some lower bounds on the performance of TDMA schemes for data harvesting. It remains to evaluate the practical performance of our algorithm compared to other approaches under more realistic conditions.
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Abstract. Choosing an appropriate interference model is crucial for link scheduling problems in sensor networks. While graph-based interference models allow for distributed and purely local coloring approaches which lead to many interesting results, a more realistic and widely agreed on model such as the signal-to-noise-plus-interference ratio (SINR) inherently makes scheduling radio transmission a non-local task, and thus impractical for the development of distributed and scalable scheduling protocols in sensor networks. In this work, we focus on interference models that are local in the sense that admissibility of transmissions only depends on local concurrent transmissions, and correct with respect to the geometric SINR model.

In our analysis, we show lower bounds on the limitations that these restrictions impose on any such model as well as approximation results for greedy scheduling algorithms in a class of these models.

1 Introduction

Agreeing on good schedules in wireless networks is not only a question of good, i. e., local and distributed scheduling algorithms. The correctness of any scheduling algorithm’s output relies on the underlying interference model. Choosing an interference model is thus crucial for any kind of scheduling protocol in sensor networks. Both, interference models and scheduling problems have been studied thoroughly in the “tradition” of sensor networks. Complex interference models incorporating sophisticated signal fading models and antenna characteristics, developed over the years, proved helpful in the simulation and design of sensor networks. In the algorithmic community, however, the need of clear, preferably combinatoric and geometric interference models, led to a focus on graph-based interference models. These graphs all have in common that they are local in the sense that mutual exclusion between transmissions only “connects” nodes that are close to each other. The simple combinatorial character of these models naturally translates scheduling problems to coloring problems in graphs. Moreover, the geometric properties of these graphs allow for tailored coloring protocols.

Despite their simplicity, the downside of these models clearly is that they could neither be proven to be correct nor good in real sensor networks. They cannot
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model interference from far away nodes summing up and jamming communication, nor can they model that if in reality any pair out of three transmissions can successfully be performed simultaneously, this does not necessarily mean that all three transmissions can be performed simultaneously.

Algorithmic research considering a class of models that renders signal propagation much more realistically did to the best of our knowledge not yet lead to local algorithms. In SINR models, successful or sufficiently probable reception is assumed if at a receiver, the respective sender’s signal strength outperforms the sum of all interfering signals plus the background noise by a hardware dependent constant. The geometric SINR models closely cover the main features of sophisticated fading models such as the two-ray-ground model without losing too much of the simplicity needed for algorithmic results.

In this paper, we introduce the concept of locality and correctness of interference models. We prove fundamental limitations of all models that are local in a very straightforward sense and correct with respect to the geometric SINR model. We show under which conditions well known concepts such as graph coloring can be used to approximate scheduling problems and a generalization that improves the quality of easy-to-implement scheduling algorithms. We believe that the introduced models open a door to more realistic, yet viable solutions not only for scheduling, but for many protocols that rely on local, dependable communication.

2 Related Work

Interference of concurrent communication, being the most outstanding attribute of wireless networks, has been subject of countless publications. Since in reality, interference is composed of many hard-to-capture phenomena such as multipath fading, algorithmic research developed numerous simplifications. Most of the algorithmic models model interference as a binary relation on transmissions, among them the unit disk graph (UDG) with distance or hop interference or the protocol model. We refer the reader to [1] for a survey. In SINR models, successful reception depends on the ratio between the received signal strength on the one side and the interference from concurrent transmissions plus the background noise on the other side [2,3]. They differ in whether they assume signal strength decay to be a function of the distance (geometric SINR) or allow an arbitrary gain matrix. In the geometric SINR model, Gupta and Kumar analyzed the capacity of ad-hoc networks and proved an upper bound on the throughput of $\Theta(1/\sqrt{n})$ for networks of $n$ nodes. Until now, the effects of the SINR models to algorithm design raise interesting questions [4].

Scheduling of link transmissions has been addressed in many interference models and, in most cases, proven to be NP-hard. Among others are proofs for scheduling in graph-based models [5,6], in the abstract SINR model in [7], and, recently, in the geometric SINR model for fixed power assignment by Goussevskaja et al. [8]. The joint problem of scheduling and power assignment is still open in the geometric SINR model [9]. A variety of graph-based scheduling
algorithms has been proposed and analyzed \[10, 11, 12\]. It is however argued in various works that graph-based scheduling is inferior to scheduling designed for the SINR model \[13, 14\]. Among the early publications addressing scheduling in geometric SINR models, Moscibroda and Wattenhofer show that uniform or linear power assignments in worst-case scenarios need exponentially longer schedules for a strongly connected set of links \[15\] than more sophisticated assignments. Moscibroda et al. also propose a scheduling algorithm for arbitrary power assignment in \[16\] that outperforms previous heuristics by an exponential factor. In \[8\], Goussevskaia et al. propose an approximation algorithm for link scheduling and the problem of finding a maximum number of links that can transmit concurrently in the geometric SINR model under the fixed power assumption. The latter three works introduced many of the techniques applied in the following under the practically more relevant assumptions that nodes do not feature arbitrarily high transmission powers and cannot rely on a global instance to compute a schedule, but are restricted to a local view. Locality has, to our knowledge, only been looked at in a combinatorial sense \[17, 18, 19\].

3 Definitions and Models

A deterministic interference model \(\mathcal{M}\) is a property telling for a fixed set of nodes \(\mathcal{V}\) whether a set of transmissions \(T\) between nodes in \(\mathcal{V}\) can be carried out simultaneously for given transmission powers. More formally, let \(T := \{(u, v, p) \in \mathcal{V}^2 \times \mathbb{R}_+ \mid u \neq v\}\) be the set of all possible transmissions and transmission powers. Then, a model \(\mathcal{M} \subseteq \mathcal{P}(T)\) contains all sets of transmissions which are valid. We further assume that less concurrent transmissions cannot cause a transmission to fail, i.e., that for all \(T' \subseteq T \subseteq T\),

\[
T \in \mathcal{M} \Rightarrow T' \in \mathcal{M},
\]

which holds for all models which are currently used and most likely for all models which are meaningful. One should note that the restriction to deterministic models alone already is a giant step away from reality and the probabilistic models typically employed by communication theorists. But still, even deterministic models are not understood well. Such models can rely on various kinds of additional input and assumptions of radio propagation, antenna characteristics and so on. In higher layer protocol design, however, there is a need to “model away” the complexity of most of these unrulable phenomena. An aspect that has not received much attention yet is how different approaches to model interference relate to each other, or, in other words: If I choose a simpler model, are my algorithms or schedules still correct with respect to a more realistic one or are they just suboptimal? Do optimal solutions in a simple model approximate optimal solutions in a more complex model? In the following, we will call an interference model \(\mathcal{M}\) conservative with respect to another model \(\mathcal{M}'\) if \(\mathcal{M} \subseteq \mathcal{M}'\). Most analytical research on scheduling problems has been done in some kind of graph-based interference model according to the following definition from \[4\].
Definition 1 (Graph-Based Model). A graph-based model $\mathcal{M}$ can be defined by two directed graphs, one connectivity graph $D_C = (V, A_C)$ restricting possible transmissions and one interference graph $D_I = (A_C, A_I)$ connecting conflicting transmissions, such that $T \in \mathcal{M}$ if and only if $T \subseteq A_C$ and $T^2 \cap A_I = \emptyset$.

Usually, a simpler model consisting of two graphs $G_C = (V, E_C)$ and $G_I = (V, E_I)$ is used, in which a set of transmissions is valid, if for every sender, the intended receiver is a neighbor in $G_C$ and no receiver of a distinct transmission is connected in $G_I$. Sometimes, the connectivity graph and interference graph are defined implicitly, i.e., as the result of a geometric setting.

Graph-based models all have in common that they claim that a set of transmissions whose transmissions can pairwise be carried out at the same time, collectively may be scheduled into one single time slot. This is unrealistic in general, and the models fail to formulate the assumptions under which they guarantee not to produce schedules that do not comply with more realistic models. On the other hand, in the single-power case, graph-based models reduce scheduling problems to well-known coloring problems.

As opposed to the oversimplification of graph-based interference models, the models capturing the findings of signal propagation and reception best are the signal-to-noise-plus-interference (SINR) models. Their main paradigm is that a transmission is (almost) always successful, if the sender’s signal strength at the receiver is significantly stronger than the sum of all interfering signals, including other sender’s signals and (individual) background noise. Thus, in its most general form, an SINR model is defined by a gain matrix $(G_{uv})$ denoting the signal fading between nodes $u$ and $v$, on the background noise $\eta_v$ at each of the nodes and the (individual) ratio $\beta_v$ a node $v$ needs for proper reception. Here, a set of transmissions is valid, i.e. $T \subset \mathcal{M}$, if and only if for all $t = (s, r, p_s) \in T$

$$\frac{p_s G_{sr}}{\eta_r + \sum_{(u,v,p_u) \in T \setminus \{t\}} p_u G_{ur}} \geq \beta_r .$$

(2)

Definition 2 (Geometric Model). In a geometric model, $\mathcal{M}$ is defined for $V = \mathbb{R}^2$ such that $\mathcal{M}$ is invariant under all isometries.

Generally speaking, geometric interference models are incapable of modeling individual characteristics of nodes, but are restricted to those of geometric settings. This does not mean that a geometric model has to be parameter-free, but for geometric SINR models, this definition implies a much simpler structure:

Theorem 1. Every geometric SINR model can also be defined equivalently such that all $\eta_v$ and all $\beta_v$ are independent of the respective position $v$ and all $G_{uv}$ can be expressed as $G_{uv} := f(d(u, v))$ for a $f : \mathbb{R} \rightarrow \mathbb{R}$.

Proof. Let $\mathcal{M}$ be a geometric SINR model defined by $(G_{ji}, (\eta_i))$ and $(\beta_i)$. We get an equivalent model for $(G'_{ji}, (\eta'_i))$, and $(\beta_i)$, in which all $\eta'_i = \eta'$ are the same by setting $G'_{ji} = G_{ji} \frac{\eta'_i}{\eta_i}$. Now, for any $d$, take two pairs $u_1, v_1$ and $u_2, v_2$. We know that $\{(u_i, v_i, p)\} \in \mathcal{M}$ if and only if $p \geq \eta' / \beta'_v / G_{u_i v_i}$. Since there is an isometry
mapping $u_1$ to $u_2$ and $v_1$ to $v_2$, and since $\mathcal{M}$ is geometric, transmissions $(u_1, v_1, p)$ are valid, for exactly the same values of $p$ as $(u_2, v_2, p)$. Thus, $p \geq \eta' \beta'_{v_1} / G'_{u_1 v_1}$ if and only if $p \geq \eta' \beta'_{v_2} / G'_{u_2 v_2}$ and thus $\beta'_{v_1} / G'_{u_1 v_1} = \beta'_{v_2} / G'_{u_2 v_2}$. I.e., all pairs of nodes with distance $d$ have the same ratio of $G'_{ji}$ and $\beta_i$ and by fixing some $\beta'$ and setting $G''_{ji} = G'_{ji} \beta' / \beta_i$, we get a representation of the claimed form.

The class of geometric SINR models ($\text{SINR}_G$) is a quite straightforward application of the above definition. Individual characteristics such as the background noise and the necessary SINR ratio are replaced by common constants $\eta$ and $\beta$ and the gain $G_{uv}$ is replaced by a function of the distance, usually $K d^{-\alpha}$ for a so-called path-loss exponent $\alpha$ and some constant $K$. Currently, the $\text{SINR}_G$ models widely agreed are the best models to reason about in the algorithmics of sensor networks. Thus, we will focus on local models that are conservative with respect to this class of models.

A scheduling problem in a wireless network is a set $Q$ of communication requests, each request $(s, r)$ consisting of a sender $s$ and a receiver $r$, both from some set $V$ of nodes. A schedule then is a sequence $T_1, T_2, \ldots, T_k$ of sets of transmissions of the form $(s, r, p)$ for some $(s, r) \in Q$ and some power assignment $p \in \mathbb{R}_+$, such that for every $(s, r) \in Q$, there is a transmission $(s, r, p)$ in one of the $T_i$, and every $T_i$ is valid with respect to an interference model. We refer to the problem of finding a schedule of minimum length as $\text{SCHEDULE}$, and to the problem of finding a maximum number of transmissions that can be scheduled to a single slot as $\text{ONESHOTSCHEDULE}$ as in [8]. We will also denote the maximum link length occurring in a schedule request $Q$ by $\ell(Q) := \max_{(s,r) \in Q} d_{sr}$. If the scheduling problem is combined with the problem of assigning transmission powers, usually powers must be chosen from some power range $p = [p_{\min}, p_{\max}]$. In the following, we will focus on the problem of finding schedules for a fixed power $p$ and thus also write $(s, r)$ to denote a transmission $(s, r, p)$.

4 Local Interference Models

The concept of locality has been introduced for distributed systems and adopted in the context of sensor networks. Usually, a distributed algorithm is said to be $k$-local, if the outcome for every node only depends on nodes which are inside a $k$-hop-neighborhood. Unfortunately, this concept is too restrictive to allow for any local scheduling algorithms in a geometric SINR model with nodes that do not feature arbitrarily high transmission powers, but are limited to some maximum power. Even if we define a node’s neighborhood as the set of nodes the node can communicate with when no other communication takes place at the same time, in an $\text{SINR}_G$ model $\mathcal{M}_G$, it might be impossible to arrange a schedule at all. If we denote the maximum possible link length of an interference model $\mathcal{M}$ by $\ell(\mathcal{M}) := \limsup_{\{(u,v,p)\} \in \mathcal{M}} d_{uv}$, we get $\ell(\mathcal{M}_G) = \sqrt{K p / (\beta \eta)}$, since for nodes with higher distance even in the absence of concurrent transmissions sending at maximum power does not result in a received signal strength of $\beta \eta$, which is necessary due to the background noise alone.
In Fig. 1 such a situation is depicted: Out of the two sender/receiver pairs in the transmission request, only the pairs themselves have a distance less than $\ell(M_G)$, and thus, there is no communication possible between the different pairs, which, however, have to agree not to transmit at the same time since both of them cannot compensate for the interference caused by the other. We will thus in the next section look at a weaker, geometric definition of locality and its consequences for scheduling problems.

**Definition 3 (Local Model).** A $\rho$-local model is a geometric model $\mathcal{M}$ with the additional constraint that $T \in \mathcal{M}$ if for every $t = (s, r, p) \in T$

$$T(s, \rho) := \{(s', r', p') \in T \mid d(s, s') \leq \rho\} \in \mathcal{M}. \tag{1}$$

In other words, an interference model is local, if for a set of transmissions $T$, it is sufficient that for every sender in $T$ the transmissions in its $\rho$-neighborhood comply with the model to make $T$ valid. Models of this kind not only allow to tell that a set of transmissions will be successful by only locally looking at the transmissions, but they are also essential for the design of local algorithms. They can be seen as a rule for every node that can only observe nearby nodes, either during a setup phase or, more importantly maintaining a dynamic link transmission schedule. The geometric graph-based models mentioned above quite naturally have this property, but SINR$_G$ models do not, which proved to be one of the main obstacles when tackling scheduling problems in these models. This holds for existing centralized approximation algorithms which try to break the interwoven dependencies into independent subproblems as in [8], and it inherently does so in distributed settings – how could nodes come up with a provably valid schedule with local communication, when the validity of a schedule cannot be judged locally? Local interference models on the other hand seem to be incorrect by design: They are blind for interference that arises from nodes that are far away, and thus cannot factor what these nodes are doing. From this time on, let $\mathcal{M}_G = (K, \eta, \beta, \alpha)$ be a standard SINR$_G$ model. We start with an observation which illustrates the first limitations local reasoning about interference implicates. It is a generalization of the considerations above.

**Observation 1.** Let $\mathcal{M}_L$ be a $M_G$-conservative, $\rho$-local interference model. The following two inequalities hold:

$$\ell(\mathcal{M}_L) < \frac{\rho}{1 + \sqrt{3}} \quad \text{and} \quad \ell(\mathcal{M}_L) < \ell(M_G) \cdot \left(1 + \frac{3KP}{\eta \rho^\alpha}\right)^{-1/\alpha} \tag{3}$$

**Proof.** Let $T \in \mathcal{M}_L$ be any set of transmissions that is accepted by the local model and $t = (s, r)$ any transmission in $T$. Let $\ell_t := d_{sr}$. By the subset acceptance property (1) and the fact that $\mathcal{M}_L$ is geometric (and thus invariant under isometries of the plane), $\mathcal{M}_L$ would accept any set of transmissions $T$ in which all senders have pairwise distances of more than $\rho$ and all transmissions from $T$ have length $\ell_t$. 
Now, consider a set of transmissions $T$, as depicted in Fig. 2, where senders are placed on a triangular grid with edge length $\rho := \rho + \epsilon$, i.e., which complies with the considerations above. First, if we assume that $\ell_t \geq \rho/(1 + \sqrt{\beta})$, the interference of the sender $s_2$ alone would interfere with the reception of the transmission $t$ to the limit,

$$\lim_{\epsilon \to 0} \frac{Kp\rho^{-\alpha}(1 + \sqrt{\beta})^\alpha}{Kp\rho^{-\alpha}(1 - 1/(1 + \sqrt{\beta}))^{-\alpha}} = \beta,$$

and together with the additional interference caused by other senders, reception would become impossible, contradicting with the choice of $t$.

Second, as we now know that $\ell_t < \rho/2$, we get that the interference of the senders $s_1$, $s_2$ and $s_3$ at the receiver is at least $3Kp\rho^{-\alpha}$. Thus, since $T \in \mathcal{M}_G$,

$$\frac{Kp\ell_t^{-\alpha}}{3Kp\rho^{-\alpha} + \eta} \geq \beta \Leftrightarrow \ell_t \leq \left(\frac{\beta\eta}{Kp} + \frac{3\beta}{\rho^\alpha}\right)^{-1/\alpha} = \ell(\mathcal{M}_G) \cdot \left(1 + \frac{3Kp}{\eta\rho^\alpha}\right)^{-1/\alpha},$$

which concludes the proof.

Note that this bound is by no means tight, but it shows how severe the restrictions are that one can only overcome by globally solving schedule problems: To allow for longer links, especially of lengths close to $\ell(\mathcal{M}_G)$, the radius $\rho$ has to be chosen accordingly. We can derive better bounds by calculating interferences more accurately than above by summing up interference for more senders on the same triangular grid. Fig. 3 shows an exemplary tradeoff between the maximum link length needed, $\ell(\mathcal{M}_L)$ and the resulting analytical and numerical lower bounds on the radius $\rho$ for $\alpha = 4$, $\beta = 4$ ($\approx 6\text{dB}$) and $\eta, p, K$ normalized to $\ell(\mathcal{M}_G) = 1$. It shows that in the case that we do not assume that nodes can communicate with nodes outside their transmission radius, e.g., by the assumption that the node density is sufficiently high, no link length longer than 40% of the maximum link length can safely be scheduled in realistic scenarios.

The second observation we can make about local interference models regards the case that nodes cannot send with arbitrarily low power:

Observation 2. Let $\mathcal{M}_L$ be a $\mathcal{M}_G$-conservative $\rho$-local interference model for a $\rho < \infty$. Even for requests with $\ell(Q) \leq \ell(\mathcal{M}_L)$, optimal solutions to $\text{SCHEDULE}$ and $\text{ONESHOTSCHEDULE}$ in $\mathcal{M}_L$ can be arbitrarily worse than in $\mathcal{M}_G$. 

![Fig. 2. Lower bounding interference in $\rho$-local models](image1)

![Fig. 3. Lower bounds on $\rho$ ($\alpha = \beta = 4.0$)](image2)
For the sake of brevity, we will only give a sketch of the proof here. We look at a request of a ring of $n$ transmissions as depicted in Fig. 4 with sufficiently small transmission lengths $\ell(g)$ plus one transmission $t^*$ of length $\ell(n)$ in the middle. It is easy to see that in $\mathcal{M}_G$, it is admissible to schedule all transmissions but $t^*$ to the same slot (and $t^*$ to a second). In $\mathcal{M}_G$, assigning a slot to $t^*$ and to the rest of transmissions is independent. Thus, at no time more than a constant number of the $n$ outer transmissions can be carried out, allowing for concurrent transmission of $t^*$.

5 $\Omega(1)$-Sender Model

In every meaningful local model, acceptance of a (local) set of transmissions must follow this consideration: Given the rules for local acceptance of a set of transmissions – is it guaranteed that if all nodes obey these local rules, no node possibly has to accept more interference from outside the $\rho$-neighborhood than allowed, given the amount of interference arising from local transmissions. A quite straightforward implementation of this concept is the following: For some function $\mu : \mathbb{R}_+ \to \mathbb{R}_+$, which serves as an upper bound for interference from far away nodes, a set of transmissions $T$ is licit if for every transmission $(s, r)$ a local signal-to-noise-plus-interference condition holds:

$$\frac{Kp\rho^{-\alpha}}{\sum_{(\hat{s}, \hat{r}) \in T(s, \rho)} Kp\rho^{-\alpha_{\hat{s}, \hat{r}}} + \eta + \mu(d_{sr})} \geq \beta,$$  \hspace{1cm} (4)

and if it is guaranteed that a transmission $(s, r)$ cannot receive more interference than $\mu(d_{sr})$ from senders further away than $\rho$ from $s$. One way to guarantee the latter is to prohibit that close senders are transmitting concurrently and thus, to limit the density of active senders:

Definition 4 ($\Omega(1)$-sender model). In the $\Omega(1)$-sender model $\mathcal{M} = (\rho, c, \mu)$, a set of transmissions $T$ is valid if and only if for every $(s, r) \in T$ equation (4) holds, and any two senders in $T$ have distance at least $c$.

Such a model clearly is $\rho$-local if $c \leq \rho$, but quite obviously not $\mathcal{M}_G$-conservative for an arbitrary $\mu$. However, for certain values of $\rho$, $c$, and $\mu$, the resulting model $(\rho, c, \mu)$ is $\mathcal{M}_G$-conservative and local:

Lemma 1. Let $\mathcal{M}_L = (\rho, c, \mu)$ be an $\Omega(1)$-sender model. $\mathcal{M}_L$ is conservative with respect to $\mathcal{M}_G$ if $^1$

$$\mu(\ell) \geq \frac{\sqrt{12}Kp\pi\zeta(\rho^2/c^2 + 2\rho/c)}{(\rho - \ell)^\alpha} =: \mu_1(\ell)$$  \hspace{1cm} (5)

$^1$ For the Riemannian $\zeta$-function and $\zeta := \zeta(\alpha - 1)$, a constant $1 < \zeta < 2$ for $\alpha \geq 3$. 

---

Fig. 4. Ring of transmissions
Proof. Let \((s, r)\) be some sender/receiver pair with \(d_{sr} = \ell\). We divide the plane into annuli \(A_k\) with center \(s\) and radii \(k \rho\) and \((k + 1) \rho\) for \(k \in \mathbb{N}\). The maximum number of senders lying within the \(k\)th annulus is the maximum number of disks of radius \(c\) within an annulus with radii \(k \rho - c\) and \((k + 1) \rho + c\). Since senders in \(\Omega(1)\)-sender models form a Minkowski arrangement, which cannot exceed a density of \(\frac{2\pi}{\sqrt{3}} \approx 3.638\) \([20]\), we get that the number of senders in \(A_k\) is at most

\[
N_k := \left\lfloor \frac{2\pi}{\sqrt{3}} \cdot \frac{\pi \left( ((k + 1) \rho + c)^2 - (k \rho - c)^2 \right)}{\pi c^2} \right\rfloor \leq k \sqrt{12 \pi \left( \frac{\rho^2}{c^2} + 2 \rho/c \right)},
\]

The interference received from any of the senders in \(A_k\) can be bounded by

\[
I_k := K p(k \rho - \ell)^{-\alpha} \leq k^{-1} K p(\rho - \ell)^{-\alpha},
\]

and the total interference received from any sender can then be bounded by

\[
\sum_{k=1}^{\infty} N_k I_k \leq N^* I^* \sum_{k=1}^{\infty} k^{-\alpha + 1} = N^* I^* \zeta.
\]

Let \((\rho, c)\) denote a shortcut for the \(M_G\)-conservative model \((\rho, c, \mu_1)\). Obviously, the bound \(\mu_1\) can very straightforward be replaced by a better numerical bound. Fig. 5(a) shows how these bounds compare to each other and to the lower bound from the last section. Note that all bounds are correct, and, given the SINR parameters, easy to calculate. We will use the closed-form result for further analysis and the improved bounds for simulation.

With the approximation above, we still have the choice of first the maximum possible link length and second, the balance of the locality factor \(\rho\) and the exclusion radius \(c\).

**Corollary 1.** Let \(\ell = u \cdot \ell(\mathcal{M}_G)\) for some \(0 < u < 1\) be a link length and \(a \geq 1\), the \(M_G\)-conservative \(\Omega(1)\)-sender model \(\mathcal{M}_L = (\rho, \rho/a)\) with

\[
\rho = \left( 1 + \sqrt{\frac{\sqrt{12(a^2 + 2a)\pi \beta \zeta}}{1 - u^\alpha}} \right) \cdot \ell
\]

has \(\ell(\mathcal{M}_L) = \ell\). It is graph-based for \(a = 1\), yielding \((\rho, \rho)\).

**Proof.** According to Lemma 1, \(\mathcal{M}_L\) is \(M_G\)-conservative. It remains to show that \(\ell(\mathcal{M}_L) = \ell\). First, by \(\ell = u \sqrt{K p/\beta \eta}\), we observe that

\[
\rho - \ell = \sqrt{\frac{\sqrt{12(a^2 + 2a)\pi \beta \zeta}}{1 - u^\alpha}} \cdot \ell = \sqrt{\frac{\sqrt{12(a^2 + 2a)\pi K p \zeta}}{\eta(u^{-\alpha} - 1)}}
\]

and therefore by the definition of \(u\)

\[
\ell(\mathcal{M}_L) = \sqrt{\frac{K p}{\beta \eta + \sqrt{12(a^2 + 2a)\pi K p \beta \zeta (\rho - \ell)^{-\alpha}}}} = \sqrt{\frac{K p}{\beta \eta u^{-\alpha}}} = \ell.
\]

Obviously, it is graph-based for \(a = 1\).
This corollary in a way justifies the work that has been done on scheduling problems in graph-based models as it provides a very simple graph-based model that is provably correct with respect to the geometric SINR models (and, at the same time shows the price for reducing an SINR \( G \) model to a graph-based model). Fig. 5(b) shows this tradeoff between the maximum schedulable link length and the respective \( \rho \) for different ratios. As argued in Section 4, no local model can allow for “good” solutions in the single-power setting in the sense that the scheduling problems can be approximated within a constant factor in any such model if links can be arbitrarily short. We will show that \( M_G \)-conservative \( \Omega(1) \)-sender models \((\rho, \rho)\) are only by constant and comparably small factors worse than any local model in two dimensions – first the locality needed to allow for a given maximum link length and second the quality of optimal solutions to the scheduling problems.

**Lemma 2.** Let \( M_L = (\rho, \rho) \) be the \( M_G \)-conservative \( \Omega(1) \)-sender model according to Corollary 1 for some \( \ell \). Then for any \( \rho' \)-local model \( M'_L \) which is \( M_G \)-conservative,

\[
\frac{\rho}{\rho'} \leq \frac{1}{\sqrt[3]{3\beta}} + 2\sqrt{3\pi\zeta}
\]

**Proof.** From (3) and with \( u := \ell/\ell(M_G) \), we get that

\[
\rho' = \sqrt[3]{3\beta} \left( \frac{1}{\ell(M_L)^\alpha} - \frac{1}{\ell(M_G)^\alpha} \right)^{-1/\alpha} = \ell^{\alpha/3\beta} (1 - u^\alpha)^{-1/\alpha}
\]

and, from Corollary 1 and \( u < 1 \),

\[
\rho = \left( 1 + \sqrt[3]{\frac{6\sqrt{3\pi\beta}\zeta}{1 - u^\alpha}} \right) \cdot \ell < (1 - u^\alpha)^{-1/\alpha} \cdot \left( 1 + \alpha \sqrt[3]{6\sqrt{3\pi\beta}\zeta} \right) \cdot \ell,
\]

which directly implicates the claimed approximation.
This bound depends only on $\alpha$ and $\beta$, and is thus constant for a fixed SINR$_G$ model. For a given set of SINR$_G$ parameters, this approximation ratio can be improved using the non-closed-form lower bounds for local models and upper bounds for the $c$-distant sender model. E.g., for the exemplary values used throughout this paper, the best bounds guarantee a ratio of less than $5/4$ for arbitrary $\ell$.

**Lemma 3.** Let $\mathcal{M}_L = (\rho, \rho)$ be the $M_G$-conservative $\Omega(1)$-sender model according to Lemma[7] and Corollary[7]. Let $Q$ be a schedule request with $\ell(Q) < \ell(\mathcal{M}_L)$. Optimal solutions to Scheduling and One-Shot-Schedule in $\mathcal{M}_L$ are only by a constant factor worse than optimal solutions in any other $\rho$-local $M_G$-conservative model.

**Proof.** First we show that any $\rho$-local model $\mathcal{M}_L'$ with $\ell(\mathcal{M}_L') \geq \ell$ cannot accept any set of transmissions $T$ such that for any transmission $(s, r, p)$, $T(s, \rho)$ contains more than $h := 4^\alpha 6 \sqrt{3} \zeta$ transmissions. To this extent, let $T$ be a set of $h$ transmissions such that $T(s, \rho) = T$ for some $(s, r) \in T$. We add a transmission $(s', r')$ to $T$ with $d_{s, s'} = 2\rho$, pointing towards $s$. Note that if $T$ is valid in $\mathcal{M}_L'$, then $T' = T \cup \{(s', r')\}$ must be valid, too. But if all transmissions in $T'$ are carried out simultaneously, the SINR-level at $r'$ is below

$$
\frac{K p \ell^{-\alpha} + \eta}{h K p (2\rho)^{-\alpha} + \eta} = \frac{\ell^{-\alpha} + \eta}{h 4^{-\alpha} \frac{\ell^\alpha (1 - \eta^\alpha)}{6 \sqrt{3} \pi \beta \zeta} + \eta} + \frac{\ell^{-\alpha} + \eta}{h 4^{-\alpha} \frac{\ell^\alpha (1 - \eta^\alpha)}{\beta} + \eta} = \beta.
$$

Now take any schedule request $Q$. Let $A$ be the square with side $\rho/\sqrt{2}$ that contains the most senders in $Q$. Let $m$ denote this number. Since in every $\rho$-local model at most $h$ of the senders in $A$ can transmit concurrently, leading to a schedule length of at least $\lceil m/h \rceil$. In $\mathcal{M}_L$, in turn, we can construct a schedule of length $4m$ by the same construction as in [8]: We extend the square to a grid of grid-length $\rho/\sqrt{2}$, 4-color the grid cells, and cyclically choose a color and pick an unscheduled sender from each cell with that color. This guarantees a $4h$-approximative schedule compared to an optimal solution in any $\rho$-local model. Similar arguments lead to a $4h$-approximative of One-Shot-Schedule: Take an optimal solution $T$ in any $\rho$-local model and picture a 4-colored grid with grid-length $\rho/\sqrt{2}$. Focus only on grid-squares that contain a sender of $T$. Each of the squares contains at most $h$ transmissions in $T$. Now pick the color of the most non-empty squares and pick one transmission of each square. This set of transmissions contains at least $\lceil |T|/4h \rceil$ transmissions that can all be carried out concurrently in $\mathcal{M}_L$. We get a slightly worse approximation for greedy scheduling, where we will only look at the Scheduling problem: In the very same grid as above, if one cell does not contain an active sender in a slot, then for two possible reasons: First, since all senders have been scheduled to earlier slots, and second, because of some active sender in one of the adjacent cells. Thus, greedy scheduling uses at most $9m$ slots, which is $9h$-approximative.
6 Implementation and Simulation Results

We implemented a very basic scheduling algorithm for $\Omega(1)$-sender models which greedily assigns slots to senders in a random order: Each sender is assigned to the first allowed slot according to the respective model. This is not only a very simple centralized approach, but also a reasonable distributed scheduling algorithm. Given that the node density is sufficient for nodes to have their $\rho$-neighborhood some constant number of hops away, nodes can draw random numbers and decide on their slot after all neighbors with lower numbers did so only by local communication. This approach is also suited to schedule online requests. We compare the results to three different global scheduling algorithms. First, we select nodes in random order and add them to the first slot allowed by the plain SINR$_G$ model. Second, we compare to the algorithm given in [8]. Please note that this algorithm is not designed to produce good schedulings, but only as a proof of approximability. It is thus not surprising that it returns comparably poor results. Third, since solving the SCHEDULE problem optimally is hard, and solving the corresponding mixed-integer linear problem only works for a very small number of transmissions, we compare to a heuristic, which produced near-optimal results for small instances of random transmission requests. We fill the slots one after another, at any time adding the transmission which causes the least drop of the minimum signal-to-noise-plus-interference ratio for all transmissions earlier added to that slot. We ran all of the above algorithms on schedule requests with at most 80% of the maximum link length in the SINR$_G$ model. Instances were random sets of 20000 transmissions and random unit disk graphs with 5000 nodes on a 50x50 square unit area, i.e. some 10000 edges leading to some 20000 transmissions to schedule links symmetrically. For the $\Omega(1)$-sender models, we compare three configurations. First, the graph-based $(\rho, \rho)$ model with minimum $\rho$, second a $(\rho, \ell(M_G))$ model with minimum $\rho$ and third, a $(\rho, \ell(M_G))$ model for a $\rho$ higher than necessary. Additionally, we compare to a variant of the $\Omega(1)$-sender models, where the locality radius $\rho$ is centered at the receiver, where the interference occurs. We call this receiver-centered locality. This class of models never is

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Locality</th>
<th>Excl. Rad.</th>
<th>Random Links</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greedy scheduling in $M_G$</td>
<td>$\infty$</td>
<td>0</td>
<td>71.91</td>
</tr>
<tr>
<td>Intelligent scheduling in $M_G$</td>
<td>$\infty$</td>
<td>0</td>
<td>34.15</td>
</tr>
<tr>
<td>Goussevskaia et al. [8]</td>
<td>$\infty$</td>
<td>0</td>
<td>605.03</td>
</tr>
<tr>
<td>Greedy scheduling in ...</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ldots(\rho, \rho)$, min. $\rho$ (graph-based)</td>
<td>2.82</td>
<td>2.82</td>
<td>117.38</td>
</tr>
<tr>
<td>$\ldots(\rho, \ell(M_G))$, min. $\rho$</td>
<td>4.59</td>
<td>1.00</td>
<td>58.63</td>
</tr>
<tr>
<td>$\ldots(\rho, \ell(M_G))$, incr. $\rho$</td>
<td>6.00</td>
<td>1.00</td>
<td>47.89</td>
</tr>
<tr>
<td>$\ldots$rc.-local $(\rho, r)$, min. $\rho$</td>
<td>2.55 (rc)</td>
<td>1.75</td>
<td>60.88</td>
</tr>
<tr>
<td>$\ldots$rc.-local $(\rho, \ell(M_G))$, min. $\rho$</td>
<td>3.82 (rc)</td>
<td>1.00</td>
<td>54.84</td>
</tr>
<tr>
<td>$\ldots$rc.-local $(\rho, \ell(M_G))$, incr. $\rho$</td>
<td>6.00 (rc)</td>
<td>1.00</td>
<td>46.48</td>
</tr>
</tbody>
</table>
Fig. 6. Utilization of slots for different scheduling algorithms, for 20000 random links (left) and random UDGs with ≈20000 links, averaged over 250 runs. Plotted are results for the graph-based $\Omega(1)$-sender models $(2.82\ell(M_G), 2.82\ell(M_G))$ and $(4.59\ell(M_G), \ell(M_G))$ and the model $(2.55\ell(M_G), 1.75\ell(M_G))$ for the receiver-centered locality. Values for $\rho$ and $c$ are minimal in the sense that by decreasing these parameters we cannot prove correctness with respect to $M_G$. Results are compared to the following global algorithms: greedy scheduling, intelligent scheduling and the algorithm from [8].

dated, but allows for better bounds and schedules. Table 4 shows values for random links, averaged over 250 runs, a selection is also plotted in Fig. 6 together with results from scheduling UDG links. Not surprisingly, the more far-seeing global algorithm performs best among all compared schemes and the global algorithm from [8] by far worst. Among the greedy schedule algorithms, the global view did in general not give an advantage. Greedy scheduling in the SINR$_G$ model only outperformed the graph-based variant (whose big advantage is its simplicity). Increasing locality a little more or switching to the receiver-centered locality, the local models even led to better results since the exclusion radius prevented scheduling of close links and receiver-centered locality reflects the nature of interference better.

7 Conclusion and Future Work

In this work, we introduced the concept of local interference models capturing the natural demand for scalable and distributed scheduling protocols to have a local yet provably correct characterization of successful concurrent transmissions. We prove lower bounds that arise in those models and introduce a very simple class, $\Omega(1)$-sender models which provably allow for constant approximation compared to any other local interference model that produces correct results with respect to the widely agreed on geometric SINR model. We believe that these models will be helpful to attack other local problems such as the problem to construct good topologies not only with respect to properties of spanning ratios and low degree or other heuristics to minimize interference, but with respect to the local construction of short schedules of these topologies. To this extent, it will also be of interest to generalize the findings of this work to the case of variable power...
assignment, which, unfortunately is not well understood even with respect to global schedule algorithms.
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Abstract. In this paper, we re-examine the RSSI measurement model for location estimation and provide the first detailed formulation of the probability distribution of the position of a sensor node. We also show how to use this probabilistic model to efficiently compute a good estimation of the position of the sensor node by sampling multiple readings from the beacons (where we do not merely use the mean of the samples) and then minimizing a function with an acceptable computational effort. The results of the simulation of our method in TOSSIM indicate that the location of the sensor node can be computed in a small amount of time and that the quality of the solution is competitive with previous approaches.

1 Introduction

Estimating the location of a roaming sensor is a fundamental task for most sensor networks applications. For example, if a sensor network has been deployed to provide protection against fire (in this case, sensor nodes report a sudden increase in temperature), we want to know the location of the sensor that triggers an alert so that action can be taken accordingly. Additionally, some routing protocols for sensor networks, such as geographical routing [15,44], make routing decisions based on the knowledge of the locations of the sensor nodes. Common location estimation protocols that are widely adopted in practice assume that there are some fixed nodes (base stations) that know their location which are called beacons. These nodes send a signal to the sensor nodes that want to determine their location. According to the intensity (or for example the angle) of this signal, the sensor node can have an estimate of the distance between them and the beacons.

After performing a certain number of such measurements for different beacons, the sensor node has to combine all this information (for RSSI (Received Signal Strength Indicator), this information is the power of each individual signal and the coordinates of the corresponding transmitter) in order to estimate its location. However one could ask the following question: Why cannot we use a Geographic Positioning System (GPS) to efficiently achieve the task of localization? The answer is that a GPS requires a strong computing platform which is not available in sensor networks. Sensor nodes are typically very low-computing
power units that can efficiently perform only basic arithmetic operations; Requiring the execution of complex arithmetic operations on a sensor node would entail a quick depletion of its battery which is not desirable for most practical applications. Finally, the localization problem gets even more difficult because the available power on the sensor node is limited: therefore no accurate measurements of the signal can be made (since an accurate measurement requires more computing power) which means that the measurements are prone to errors. This is something that should also be taken into consideration and treated accordingly.

Therefore, any location estimation algorithm should have the following requirements:

1. The sensor node should avoid complex and time consuming computations, which would deplete its energy supply (typically a low-cost battery) rapidly;
2. The computations should take into consideration the error in the measurements, which can be large.

1.1 Related Work and Observations

There are several proposed location estimation protocols for sensor networks, see, e.g., \[5, 7, 8, 11, 23, 24, 25, 26, 27\]. All these protocols use the same model, where some nodes know their location (either because they are fixed or by using GPS) and are called beacons or anchor nodes, and some other nodes, called sensor nodes, estimate their location using the information they receive from the beacons. This information consists of the beacons’ coordinates and of features of the beacon signal, such as the received signal strength indicator (RSSI) or the time difference of arrival (TDoA). Also, other protocols (e.g., \[26\]) are based on the capability of the nodes to sense the angle from which a signal is received. Recently \[38\] presented a solution for aerial localization and \[22\] proposed a solution where the localization is based on adopting slightly different periodic signal frequencies (interferometric positioning). This solution \[22\] is very competitive and achieves very good precision. However the computations used are very intensive.

Several previous approaches use computationally demanding methods, such as convex optimization \[8\], systems of complex equations \[26\], minimum mean square error (MMSE) methods \[6, 33\], and Kalman filters \[34\]. In these approaches, the measurement model is not adequately analyzed and the error is assumed to be small, which is not the case in most real applications of sensor networks.

Other approaches, notably \[17, 30, 36\], estimate the location of a node using the RSSI method (analyzed in \[31\]), which is the most realistic model for sensor network communication. In \[17\], the authors evaluate the ability of a sensor network to estimate the location of sensor nodes. They assume that the location of the sensor node is known and develop arguments concerning the probability that the network will detect this location. They use the RSSI error model to analyze the problem of evaluating the ability of the sensor network to locate a
sensor node. However, they do not describe how their algorithms can be implemented on a sensor node to estimate its own location. Moreover, their method does not take into account the basic parameters of the RSSI model (standard deviation and path loss exponent) and thus gives incorrect results.

In this paper, we formulate the correct probability distribution of the position of a sensor node based on one reading produced with the RSSI model. Due to the errors implicit in the RSSI model, it is unrealistic to try to compute a good estimation of the location of the sensor node based only on a single measurement (or even few measurements) from each beacon. Such an approach would be so inaccurate to make the estimate practically worthless. Notwithstanding this difficulty, we show that a reliable estimation of the location can be achieved by processing a reasonably small number of readings of the signals.

Especially for indoor positioning systems, this is an assumption that has been extensively used. For example, in [13, 14], the position estimation is based on a location fingerprint \( t = [t_1, t_2, \ldots, t_N] \), where \( N \) is the number of beacons and \( t_i \) \( (i = 1, \ldots, N) \) is the mean value of the received signal strength over a certain time window. Also, in [3, 9, 20, 42], experiments with various sample sizes are presented where the samples are used to compute certain features of the signal strength such as the standard deviation and the path loss exponent. Finally, [12] presents simulations that use various number of samples, where more than 50 samples to filter out the errors in the probability distribution are used.

We show that using only the mean of the measurements is not a correct procedure, due to the lognormal distribution of the distance from the beacon (see Theorem 3). Instead of using directly the mean value, we use another value that is adequate according to the specific underlying probability distribution of the distance. The number of samples that are used vary from 20 to 60 and obviously the accuracy of the computed location grows with the number of samples. Finally, once the sampling has been performed, we show how to seek the minimum of a function that approximates the actual location with small computational effort.

1.2 Our Contributions

The main contributions of this paper are as follows:

1. We evaluate the probability that a sensor node lies within a certain region, given that the power received from the beacons is modeled with RSSI. To the best of our knowledge, this is the first detailed formulation of the probability distribution of the position of a sensor node. We show that unlike the normal distribution of the received power, the probability distribution of the actual position is lognormal. Thus, we give evidence to the role of the parameters \( \sigma \) and \( n \) in the probability distribution of the actual distance, where \( \sigma \) is the standard deviation of the normal variable that models the power received by the sensor and \( n \) is a parameter, called path loss exponent, that depends on the transmission medium. In previous approaches [17], the probability distributions used did not exhibit dependency on these two variables.

2. We present a method for estimating the location of a node from multiple sample power readings from the beacons. Our method computes the expected
value of the received power and combines it with the mean and the standard deviation of the sample readings using a steepest descent approach [37]. We show that our method is simple and efficient and provides a good estimation of the position. Note that using multiple sample readings is necessary for a reliable location estimation since the probability distribution of the location for a single sample implies that the domain within which the sensor lies with high probability has large area.

3. We describe an implementation of our location estimation algorithm that is suitable for execution on standard sensor hardware and we analyze the results of an extensive simulation of the execution of the algorithm in TOSSIM [10, 18]. Our simulation shows that our method has accuracy that is comparable to or better than that of previous methods.

1.3 Organization of the Paper

The rest of this paper is organized as follows. In Section 2, we overview the RSSI model, give formulas for the probability distribution of the position of a sensor node due to power measurements, and show how to estimate the actual distance given a set of sample power readings. We develop an efficient algorithm for location estimation and analyze its running time in Section 3. Finally, in Section 4 we report the results of the simulation and present a comparison (in terms of localization error) of our method with previous approaches. Concluding remarks are in Section 5.

2 Theoretical Framework

This section provides a formal probabilistic framework for estimation of the position of a sensor node from power measurements.

2.1 RSSI Model

Suppose we are given a region of the plane with k beacon nodes $b_1, b_2, \ldots, b_k$ (nodes of known location). The coordinates of the beacons are $(x_i, y_i)$ for $i = 1, \ldots, k$. The beacons transmit information about their location with a signal of normalized intensity to a sensor node $s$ that does not know its location. Based on the locations of the beacons and the estimated distances from the beacons (computed from the received signals), the sensor is to compute its actual location.

Among the several models proposed for estimating the distance between a beacon and a sensor node, the most realistic and commonly used one is the received signal strength indicator model (RSSI) [31]. In this model, the beacon broadcasts signal to all sensors and the sensors can estimate the distance between them and the beacons on the basis of the strength of the signals they receive.

Let $b_i$ be a beacon located at $(x_i, y_i)$ and $s$ a sensor node located at $(x, y)$. We define the relative error $\epsilon_i$ pertaining to $b_i$ as follows. Suppose that $s$ reads a distance $\hat{r}_i$, while the actual distance is $r_i$. The relative error is
The commonly accepted transmission model [31] expresses the received power $p_i$ (in dBm) as

$$p_i = p_0 + 10n \log \left( \frac{r_i}{r_0} \right)$$

where $p_0$ is the received power in dBm at a reference distance $r_0$ and $n$ is the path loss exponent which is a constant depending on the transmission medium (indoors, outdoors) and ranges typically from 2 to 4. In some environments, such as buildings, stadiums and other indoor environments, the path loss exponent can reach values in the range of 4 to 6. On the other hand, a waveguide type of propagation may occur in tunnels, where the path loss exponent drops below 2.

We recall that if the received power in mW at a point $k$ is $P_k$, and $P_{k'}$ is the received power at some reference point $k'$ (again in mW), then the received power $p_k$ in dBm at point $k$ is defined as

$$p_k = 10 \log \left( \frac{P_k}{P_{k'}} \right)$$

The measured power, however, differs from that given in Equation (2); due to channel fading (variation of the received signal power caused by changes in transmission medium or path), the measured power is $\hat{p}_i = p_i + x$. The random variable $x$ represents the medium-scale channel fading and is typically modelled as Gaussian zero-mean with variance $\sigma^2$ (in dBm). Typically, $\sigma$ is as low as 4 and as high as 12 (this implies that the error may be large). Inserting $\hat{p}_i$ and $\hat{r}_i$ into (2), we get

$$\hat{p}_i = p_0 + 10n \log \left( \frac{\hat{r}_i}{r_0} \right)$$

where now the measured power $\hat{p}_i$ in dBm relates to the measured distance $\hat{r}_i$ by the sensor. By combining the above equations, we get that the relation between the measured distance and the actual distance is

$$\hat{r}_i = r_i 10^{\frac{x}{10n}}$$

which gives

$$\epsilon_i = 10^{\frac{x}{10n}} - 1.$$
We have that the probability density function of the actual position \((x, y)\) of the sensor node is given by

\[
P_{X,Y}^{(i)}(x, y) = \frac{10^n \exp \left( - \left( 10^n \log \frac{r_i}{\sqrt{(x-x_i)^2+(y-y_i)^2}} \right)^2 / 2\sigma^2 \right)}{2\pi\sigma\sqrt{2\pi\ln(10)((x-x_i)^2+(y-y_i)^2)}}.
\]

To simplify the notation, we denote the probability distribution due to beacon \(b_i\) with \(\Phi_{b_i}(x, y) = P_{X,Y}^{(i)}(x, y)\).

The previous argument can be extended to a finite set of beacons \(B = \{b_1, \ldots, b_k\}\) yielding the following theorem:

**Theorem 2.** Let \(B = \{b_1, b_2, \ldots, b_k\}\) be a set of beacons sending information to a sensor node under the RSSI model with standard deviation \(\sigma\) and path loss exponent \(n\). If the measured distance from beacon node \(b_i\) at the sensor node is \(\hat{r}_i\) \((i = 1, \ldots, k)\), then the probability density function (due to all the beacons in \(B\)) of the actual position \((x, y)\) of the sensor node is given by

\[
\Phi_B(x, y) = \frac{\prod_{i=1}^{k} \Phi_{b_i}(x, y)}{\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left( \prod_{i=1}^{k} \Phi_{b_i}(x, y) \right) dy dx}
\]

where \(\Phi_{b_i}(x, y)\) is the probability distribution due to beacon \(b_i\), as defined in Theorem 7.

As we will see later, if we use only one measurement, we may end up with a density function having more than one maximum. Moreover, the computation of this maximum on a sensor node is a difficult task since there is no simple analytical expression for the maximum of the probability distribution. Also, there is no suitable analytical expression for the integrals needed to compute the probability for a certain region. Due to space limitations, the proofs of the two theorems can be found in the full version of the paper.

### 2.3 Samples of Measurements

In the previous sections, we have examined the probability distribution of the sensor’s position based on a single measurement. This setting, however, can give rise to unacceptable errors for the values of \(\sigma\) \((\sigma = 4, 6, 8)\) reported in the literature [31]. A consequence of this situation is that we may be unable to define a disk containing the sensor’s location with an acceptable degree \(\gamma\) of confidence (say, \(\gamma > 0.9\)). Additionally, if our practice is based on only one reading, there is no way for the sensor to estimate the standard deviation \(\sigma\) (this is actually the standard deviation of the Gaussian random variable \(x\) introduced in Section 2.1) of each beacon. This parameter \(\sigma\)—conveniently assumed to be known in
Section 2.1—must be estimated in practice as it is needed in the computations (see below).

To overcome these difficulties, we show in this section how we can obtain a good estimate of the location of the sensor node based on small number of readings. Especially for indoor positioning systems, this is an assumption that has been extensively used. For example, in [13, 14], the position estimation is based on a location fingerprint \( t = [t_1, t_2, \ldots, t_N] \), where \( N \) is the number of beacons and \( t_i (i = 1, \ldots, N) \) is the mean value of the received signal strength from the \( i \)-th beacon over a certain time window. Note that \( t_i \) denotes the measured power \( \hat{p}_i \) that appears in Equation 4. Hence, the “measured power” location fingerprint \( t \) can be transformed to a location fingerprint \( r \) of “measured radii” by using Equation 4, since the reference values \( p_0 \) and \( d_0 \) are known. The number of samples that are used vary from 20 to 60 and obviously this number affects the accuracy of the computed location. Also, in [3, 9, 20, 42], experiments with various sample sizes are presented where the samples are used to compute certain features of the signal strength such as the standard deviation and the path loss exponent.

Suppose now that we use a sample of \( k \) readings from beacon \( b_i \). We have a sequence of radii \( \hat{r}_{i1}, \hat{r}_{i2}, \ldots, \hat{r}_{ik} \). Let \( \bar{r}_i, \bar{s}_i \) denote the unbiased estimators of the value \( E[\hat{r}_i] \) and of the standard deviation \( \sqrt{\text{Var}(\hat{r}_i)} \) of the underlying distribution of the measured radii \( \hat{r}_i (i = 1, \ldots, 3) \) respectively. We have the following result that relates estimates of the actual distance and the standard deviation with reference to a beacon \( b_i \) with features of the lognormal distribution:

**Theorem 3.** Suppose a sensor node reads \( k \) distance samples \( \hat{r}_{i1}, \hat{r}_{i2}, \ldots, \hat{r}_{ik} \) from a beacon \( b_i \) that is modeled with the RSSI of path loss exponent \( n \) and standard deviation \( \sigma_i \). If \( \bar{r}_i \) is the sample mean and \( \bar{s}_i \) is the sample standard deviation then we have the following:

1. The estimate of the square of the actual distance \( r_i^2 \) from beacon \( b_i \) is
   \[
   \bar{r}_i^4 \frac{1}{\bar{r}_i^2 + \bar{s}_i^2}.
   \]

2. The estimate of the square of the standard deviation \( \sigma_i^2 \) is
   \[
   \frac{100n^2}{\ln^2(10)} \ln \left[ 1 + \left( \frac{\bar{s}_i}{\bar{r}_i} \right)^2 \right].
   \]

Note that the above theorem indicates that the quality of estimation of the actual distance is heavily dependent on the estimation of the distribution of the measured radii.

### 3 Location Estimation

In this section, we develop an algorithm for location estimation based on several samples. This algorithm does not involve any complex calculations (such as square roots) which is very important to consider when we develop algorithms to be executed on sensor nodes, due to the sensor’s modest computing power.
3.1 Algorithm

As we saw in the previous section, after completing the sampling procedure, we derive estimates for \( r_1^2, r_2^2, r_3^2 \), given by Theorem 3. Our aim is to formulate a function whose minimum will yield a good approximation of the sensor’s location. This function should be convex and also its derivatives should not include roots. Suppose now we have three beacons located at \((x_1, y_1), (x_2, y_2), (x_3, y_3)\). Let \( f(x, y) \) be the function

\[
f(x, y) = \sum_{i=1}^{3} ((x - x_i)^2 + (y - y_i)^2 - r_i^2)^2.
\] (7)

Note that if all 3 circles intersect at the same point \((x_0, y_0)\), this function has minimum 0 at \((x_0, y_0)\). Unfortunately, minimizing that function is not an easy task, if we are restricted on the available primitives. Hence we are going to use methods that are based on the gradient of the function. The good feature about such methods is that we can get to a point very close to the minimum in a small number of computationally simple iterations. Indeed, let

\[
\alpha(x, y) = \frac{\partial f(x, y)}{\partial x} = 4 \sum_{i=1}^{3} (x - x_i)((x - x_i)^2 + (y - y_i)^2 - r_i^2)
\] (8)

and

\[
\beta(x, y) = \frac{\partial f(x, y)}{\partial y} = 4 \sum_{i=1}^{3} (y - y_i)((x - x_i)^2 + (y - y_i)^2 - r_i^2)
\] (9)

be the partial derivatives of \( f \). Note that the above expressions are computable on a sensor node. The function \( z = f(x, y) \) describes a convex solid surface with obvious definitions of “interior” and “exterior”. Initially, we make a guess for our point (this is required by all steepest descent methods [37]). Suppose, for uniformity, we choose as our initial point \((x_0, y_0)\) the centroid of the beacon triangle. We compute the vector \( v \) which is orthogonal to the tangent plane \( T \) and pointing toward the exterior. Hence \( v = [\alpha(x_0, y_0) \beta(x_0, y_0) - 1]^T \). Let now \( P \) be the vertical plane containing \( v \) applied to \((x_0, y_0, f(x_0, y_0))\). Since \( P \) is a vertical plane, any normal vector \( w \) of \( P \) will have a zero \( z \)-component. Additionally, \( w \) is orthogonal to \( v \) and therefore may be chosen as \( w = [-\beta(x_0, y_0) \alpha(x_0, y_0) 0]^T \). We seek the vector \( q \) pointing towards the minimum of the function. Such vector belongs to \( P \) and is orthogonal to \( v \) (\( q \) is orthogonal both to \( v \) and \( w \)), i.e.,

\[
q = [\alpha(x_0, y_0) \beta(x_0, y_0) \alpha^2(x_0, y_0) + \beta^2(x_0, y_0)]^T.
\]

Now we compute the intersection point \((x'_0, y'_0)\) of the line (with the surface \( z = 0 \) passing by \((x_0, y_0, f(x_0, y_0))\) which is collinear with the direction \( q \) and the \( xy \)-plane. The parametric equation of this line is \((x, y, z) = (x_0 + t q_x, y_0 + t q_y, f(x_0, y_0) + t q_z)\) for all \( t \in \mathbb{R} \). The new point \((x'_0, y'_0)\) is then given by

\[
(x'_0, y'_0) = \left( x_0 - \frac{f(x_0, y_0) \alpha(x_0, y_0)}{\alpha^2(x_0, y_0) + \beta^2(x_0, y_0)}, y_0 - \frac{f(x_0, y_0) \beta(x_0, y_0)}{\alpha^2(x_0, y_0) + \beta^2(x_0, y_0)} \right).
\]
The described process gives a new point \((x'_0, y'_0)\). This point is expectedly closer to the point that corresponds to the minimum of \(f\) as we follow the direction of the gradient as long as the products \(\alpha(x_0, y_0)\alpha(x'_0, y'_0) > 0\) and \(\beta(x_0, y_0)\beta(x'_0, y'_0) > 0\). When this condition no longer holds, we have “overshot”; to remedy, we backtrack to the previous point referred here as \((x, y)\) and apply a typical steepest descent method with very small rate \(\lambda\). We therefore compute our new point \((x', y')\) by setting

\[
(x', y') = (x - \lambda \alpha(x, y), y - \lambda \beta(x, y)).
\] (10)

We continue this process until the gradients \(\alpha(x, y), \beta(x, y)\) change sign. At that point we stop and we report the final point as our estimation. Here we should emphasize the fact that it is important to take samples of adequate size. Taking samples implies a better behavior for \(f\), meaning that there would be only one minimum and therefore the algorithm will quickly converge to the minimum. As far as the value of the variable \(\lambda\) is concerned, this variable is chosen to be small enough and inversely proportional to the size of the grid since these features of \(\lambda\) force the second repeat loop of the algorithm to converge quickly. This has been observed in the experiments. For the experiments, the value of \(\lambda\) is equal to \(1000^{-m/100}\).

### 3.2 Complexity and Limitations

The most expensive part of the presented algorithm is the sampling procedure and the computation of the estimates \(\bar{r}_i^2\) and \(\bar{s}_i^2\). These steps take time \(O(k)\), where \(k\) is the number of samples. There is an obvious trade-off between accuracy and power consumption. Also, the computation executed on the sensor nodes depends on the time the gradient methods take to converge, which is generally small for a well-behaved function. For the other parts of the algorithm there are closed formulas, so we can assume that they take time \(O(1)\). We can also see that the exact number of multiplications needed by the presented program is \((7k + 8) + 10n_1 + 4n_2\), where \(k\) is the size of the sample, \(n_1\) is the number of iterations of the first repeat loop and \(n_2\) is the number of iterations of the second repeat loop.

The size of the code of the program (ROM) written in NesC is 47K whereas the amount of memory (RAM) needed to execute this program in TOSSIM (see Section 4) is 637K. As far as the complexity of the closed formulas computation is concerned it is realistic to assume that the involved in closed-formula calculation can be executed on a sensor node (essentially floating point operations). For example, there are micro-controllers, such as the ATM-Mega128L and MSP430, which have very rich instruction sets. Finally, a hardware multiplier allows floating-point arithmetic to be carried out.

### 4 Simulation

In this section, we present and analyze extensive simulation results of our method. We have run our experiments with TOSSIM, a widely used simulator of the TinyOS operating system for sensor networks.
We executed our simulations in a square of area $m \times m$ cells, where $m = 50, 100, 200$. The three beacons are placed in positions that form a well conditioned triangle (well-conditioning is synonymous with the fact that the function $f(x, y)$ has a single global minimum). Namely, the first beacon is placed at $(0, 0)$, the second beacon is placed at $(m, 0)$ and the third beacon is placed at $(m/2, 3m/4)$. The standard deviations of the three beacons $\sigma_1, \sigma_2, \sigma_3$ are set to 4 and the path loss exponent $n$ is set to 2. We also recall that we set the variable $\lambda$ that appears in Equation 10 equal to $1000 - \frac{m^2}{100}$, where $m$ is the dimension of the grid. Finally the measured distance is computed using Equation 5.

We measure the execution time of the algorithm implemented in NesC [10] (that runs in TinyOS) and the average number of iterations of the repeat loops over 1000 runs. We also determine the mean of the distance $d$ between the actual point and the computed point. We use the ratio $\frac{d}{m}$ to evaluate the quality of the solution computed by the algorithm. Note that this metric was proposed in [41].

The results obtained for different numbers of samples and different sizes of grids are shown in Table 1, where $m$ is the dimension of the square region, $k$ is the number of samples, the time is counted in milliseconds (we count the exact time that the simulated processor in TOSSIM takes to execute this program), $n_1$ is the number of iterations of the first repeat loop, $n_2$ is the number of iterations of the second repeat loop and $d$ is the mean of the distance between the actual point and the computed point.

The simulation results with TOSSIM show that the sensor node can execute the algorithm in a small amount of time. This time is proportional to the number of samples we use each time, which indicates that the sampling procedure dominates the execution time on the sensor node. Only up to six iterations ($n_1 + n_2$) are enough to compute an estimation of the actual point and the quality of the estimation is dependent on the number of the samples. Additionally, note that for various grid sizes, the algorithm has a uniform behavior since the ratio $\frac{d}{m}$ is similar for different sizes of the grid. Finally, in all cases, the solution we get is better for larger sizes of samples. For example, though not practical for power consumption issues, for 200 samples the estimation gets even better ($d/m = 0.041$ for $m = 200$).

<table>
<thead>
<tr>
<th>$m \times m$</th>
<th>$k$</th>
<th>time (ms)</th>
<th>$n_1$</th>
<th>$n_2$</th>
<th>$d$</th>
<th>$d/m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 $\times$ 50</td>
<td>20</td>
<td>0.140</td>
<td>4.045</td>
<td>1.081</td>
<td>5.018</td>
<td>0.1003</td>
</tr>
<tr>
<td>50 $\times$ 50</td>
<td>40</td>
<td>0.230</td>
<td>4.226</td>
<td>1.061</td>
<td>3.774</td>
<td>0.0745</td>
</tr>
<tr>
<td>100 $\times$ 100</td>
<td>20</td>
<td>0.130</td>
<td>3.670</td>
<td>1.142</td>
<td>9.986</td>
<td>0.0986</td>
</tr>
<tr>
<td>100 $\times$ 100</td>
<td>40</td>
<td>0.240</td>
<td>3.817</td>
<td>1.046</td>
<td>7.634</td>
<td>0.0763</td>
</tr>
<tr>
<td>200 $\times$ 200</td>
<td>20</td>
<td>0.120</td>
<td>3.640</td>
<td>2.736</td>
<td>19.977</td>
<td>0.0998</td>
</tr>
<tr>
<td>200 $\times$ 200</td>
<td>40</td>
<td>0.240</td>
<td>3.820</td>
<td>2.323</td>
<td>14.957</td>
<td>0.0747</td>
</tr>
</tbody>
</table>
We show in Figure 1 the probability distribution of the distance of the computed point from the actual point derived for 1000 runs and for \( m = 50 \). In particular, we show the plot of the distribution of the error of the estimation (which we define as the distance of the computed point from the actual point) for sample size \( k = 50 \). The mean of the error for these measurements is about 3 for \( k = 50 \). Also, we observe that the distribution of the error appears to follow a lognormal distribution.

Finally, Table 2 compares location estimation algorithms. We present the average localization error \( d \), the area \( A \) of the field where the experiments are executed and the ratio \( \frac{d}{\sqrt{A}} \). We use as a comparison measure the quantity \( \frac{d}{\sqrt{A}} \), which for our algorithm is bounded by 0.1 (this is what we get for the smallest number of samples \( k = 20 \)). However, for a number of samples \( k = 300 \) (though not so practical) we can get even smaller values (for example for \( k = 300 \) and for an area \( 1000 \times 1000 \) we get \( \frac{d}{\sqrt{A}} = 0.026 \)).

From Table 2 we see that our method gives always better or as good results as the results obtained by the existing methods (except for [38] where, however, the time needed for localization ranges from 10 milliseconds to 2 minutes — something that is also observed in [22] where the precision is even better). Also, if we slightly increase the number of the samples we use, we get very good results and the ratio drops substantially (for example for \( k = 60 \) we get a ratio

---

**Fig. 1.** Histogram for 1000 runs and \( k = 50 \)
Table 2. Comparison of existing work. In each row, we display the bibliographic reference and the respective average localization error ($d$), the size of the area of the experiments $A$, the ratio $d/\sqrt{A}$ and finally the number of samples used by each method. Note that it is not always feasible to compare between different methods since the settings used can be different. N.A. stands for "not applicable" and it means that the certain method does not refer explicitly to the number of samples used or that the sampling technique is not used.

<table>
<thead>
<tr>
<th>reference</th>
<th>error $d$</th>
<th>simulation area $A$</th>
<th>$d/\sqrt{A}$</th>
<th>number of samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>[3]</td>
<td>3</td>
<td>$22.5 \times 45.5$</td>
<td>0.090</td>
<td>20</td>
</tr>
<tr>
<td>[32]</td>
<td>3</td>
<td>$16 \times 40$</td>
<td>0.118</td>
<td>N.A.</td>
</tr>
<tr>
<td>[4]</td>
<td>4</td>
<td>$35 \times 40$</td>
<td>0.107</td>
<td>250</td>
</tr>
<tr>
<td>[29]</td>
<td>7.62</td>
<td>$13.71 \times 32$</td>
<td>0.360</td>
<td>40</td>
</tr>
<tr>
<td>[1]</td>
<td>3</td>
<td>500</td>
<td>0.130</td>
<td>N.A.</td>
</tr>
<tr>
<td>[30]</td>
<td>6</td>
<td>$60 \times 60$</td>
<td>0.100</td>
<td>N.A.</td>
</tr>
<tr>
<td>[5]</td>
<td>1.83</td>
<td>$10 \times 10$</td>
<td>0.183</td>
<td>20</td>
</tr>
<tr>
<td>[35]</td>
<td>0.8</td>
<td>$6 \times 6$</td>
<td>0.130</td>
<td>50</td>
</tr>
<tr>
<td>[19]</td>
<td>13</td>
<td>$18751$</td>
<td>0.094</td>
<td>N.A.</td>
</tr>
<tr>
<td>[43]</td>
<td>10</td>
<td>$26 \times 49$</td>
<td>0.280</td>
<td>N.A.</td>
</tr>
<tr>
<td>[38]</td>
<td>3.5</td>
<td>$60 \times 120$</td>
<td>0.058</td>
<td>N.A.</td>
</tr>
<tr>
<td>[16]</td>
<td>0.82</td>
<td>$5 \times 5$</td>
<td>0.164</td>
<td>N.A.</td>
</tr>
</tbody>
</table>

$\frac{d}{\sqrt{A}} = 0.06)$. Note that previous methods use more than three beacon nodes (see for example [28] where $O(m)$ beacons are placed in the area of localization for an $m \times m$ grid).

5 Conclusions

In this paper, we have analyzed the RSSI model for location estimation in sensor networks. Given a normal distribution for the error in dBm, we compute the correct probability distribution of the sensor’s location and then we adopt this probability distribution in a theoretical analysis of sampling the measurements for location estimation. We finally give a simple algorithm that can be executed on sensor nodes; its complexity, for a constant number of beacons, is proportional to the size of the sample.

Location estimation in sensor networks presents several trade-offs. If higher accuracy is desired, one has to deploy more beacons or use more samples. Using a large number of beacons and samples causes significant energy consumption. The energy-optimal case occurs when only three beacons are deployed and an estimation of the actual point is based on the probability distribution computed by taking into consideration only one measurement. This solution, however, gives unacceptable errors. Additionally, performing computations with the exact probability distribution is unrealistic, since it involves complex formulas. Hence, were we to depend on few measurements, off-line computed data must be stored as
tables within the sensor, which immediately creates a storage problem. However, one can use more samples, thus increasing energy consumption.
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Abstract. We concern security of shrinking generator against fault attacks. While this pseudorandom bitstream generator is cryptographically strong and well suited for hardware implementations, especially for cheap artefacts, we show that using it for the devices that are not fault resistant is risky. That is, even if a device concerned is tamper-proof, generating random faults and analyzing the results may reveal secret keys stored inside the device.

For the attack we flip a random bit and observe propagation of errors. The attack uses peculiar properties of the shrinking generator and presents a new kind of threats for designs based on combining weaker generators. In particular, it indicates that potentially all designs based on combining LFSR generators might be practically weak due to slow propagation of errors in a single LFSR.

1 Introduction

Small sensing devices and other tiny artefacts are crucial for future pervasive systems. While in certain situations they transmit sensitive information, it is necessary to protect their integrity and confidentiality in a reliable way. It is also necessary to authenticate the source of information and secure against attacks that are specific to ad hoc unsupervised systems (such as the replay attack - transmitting once more the old encrypted packets). Theoretically, there are many cryptographic schemes that provide solutions for these problems. However, they are typically designed for different scenarios: broadband communication, reasonable computing power, secure computing units, ... and are useless for tiny artefacts.

Since certain devices in pervasive systems should be as simple as possible in order to reduce their price, energy consumption and the number of possible faults, it would be desirable to implement basic cryptographic primitives with a simple dedicated hardware. Indeed, these devices may be too weak to operate with a standard processor. Simple means here ease of implementation concerning such issues as layout area and fault tolerance. This excludes asymmetric methods, at least according to the current state of technology. So in practice it excludes majority of cryptographic protocols. However, the situation is even worse: solutions based on such primitives as currently used hash functions like SHA-1 turn out to be of little interest due to the cost of hardware implementation. The same applies to standard symmetric encryption methods, regardless of

* This work was supported by Polish Ministry of Science and Education, grant 3T11C 011 26. It was finalized within a project partially supported by EU within the 7th Framework Programme under contract 215270 (FRONTS). An extended abstract of this paper appeared as Dagstuhl report urn:nbn:de:0030-drops-6117.
their careful design and focusing on ease of hardware implementation. In such a situation the only remaining choice is to design security mechanisms based on the simplest stream ciphers. This in turn requires constructing strong pseudorandom bit generators that would be both easy to implement by simple circuits and resistant to various attacks.

Prominent examples of this approach are implementations of algorithms like A5 (for GSM) and Bluetooth (for computer devices). Both solutions fail– the underlying algorithms turn out to be relatively weak even without fault analysis.

Unfortunately, the sensors and other tiny devices cannot be physically protected – they can be captured by an adversary and inspected in a cryptanalytic way. This may be dangerous for a whole system, since the devices often share secret keys. So at least we should make them resistant to simple attacks that can be carried out without sophisticated equipment. The most important issue is proliferation of such attack possibilities. It is critically dangerous, if an attack is possible with widely available and cheap technology.

**Shrinking Generator.** Recall that an LFSR (Linear Feedback Shift Register) with output \( d_1, d_2, d_3, \ldots \) is characterized by the equality

\[
d_h = \sum_{i=1}^{m} t_i \cdot d_{h-m+i} \mod 2
\]

that holds for each \( h > m \). The number \( m \) is called length of the LFSR, the sequence of bits \( t_1, \ldots, t_m \) is called the tape sequence, \( d_1, \ldots, d_m \) is its secret seed.

With all good statistic properties that can be achieved by an LFSR, it is useless in cryptographic sense - breaking it is just solving a set of linear equations. Shrinking generator invented by Coppersmith et al. [3] is one of the main designs in the area of pseudorandom bitstream generators. Its advantages are simplicity, high efficiency and relatively high resistance to conventional cryptanalytic attacks. The shrinking generator attempts to create a cryptographically strong pseudorandom bitstream generator out of weak components, usually LFSR’s.

Many other solutions of this kind were proved to be weak. [14,15]. The shrinking generator (and its variant self-shrinking generator) successfully faces the trial of time: the best known attacks against it are exponential in the LFSR’s length [4,6,7,10,11,12,13], or based on the assumption that the feedback is known [5].

Amazingly, the construction of the shrinking generator is very simple. It consists of two bitstream generators (most frequently LFSRs) we shall call them the input (or base) generator \( A \) and the control generator \( C \); their output is denoted by \( a_1, a_2, a_3, \ldots \) and \( c_1, c_2, c_3, \ldots \), respectively. The output \( Z = z_1, z_2, z_3, \ldots \) is composed of those and only those of \( a_i \) for which \( c_i = 1 \). Formally: \( z_t = a_i \) for \( i \) so that:

\[
t = \sum_{j=1}^{i} c_j , \quad c_i = 1 .
\]

**Fault Attacks.** In practice, the attacks can use all available means. The idea [2] of fault attacks is to induce an error in a computation and compare a faulty output with the correct one. In this way, we are sometimes able to derive information on the secret keys contained in the cryptographic device in a non-invasive way. The simplest way to induce errors is to use high level electromagnetic radiation (for instance by putting a
piece of uranium on the device). A particle intruding the chip changes the contents of a register to a low energy state (so typically it changes a one to a zero). The change concerns one bit or a group of neighboring bits (depending on the technology used and size of the registers).

**Previous Results.** The paper [9] shows two fault attacks against the shrinking generator. The first one is based on the assumption that the clocks of the internal generators can be desynchronized (a similar assumption was made in [8]), the second one is essentially based on the possibility of replacing the control register by a source of independent, random bits, while keeping intact the contents of the input register. The first attack gives quite powerful results (with high probability only a couple of possible control sequences, including the correct one), but the assumptions made require the cooperation of the device’s manufacturer (and/or very careless design of the device). The second attack, while quite feasible from a technical point of view, gives only moderate results – it yields a sequence that coincides with the input sequence of the shrinking generator on a large fraction of positions. However, it is not known on which positions both sequences coincide. So, this attack should be regarded as an initial phase of a possible full attack revealing the internal state of the shrinking generator.

**New Results.** We propose attacks based on analysis of propagation of errors caused by single bit flips. These attacks are technically more feasible and hard to prevent, unless special error propagation countermeasures are developed (which is not the case yet). Our goal is to show certain novel approaches to fault analysis and in this way give a chance to respond with new algorithms tailored for sensor devices that would be sufficiently immune against fault attacks and cryptographically strong at the same time.

### 2 Attack by Faults in the Input Register

In this section we consider a shrinking generator, for which the input register is an LFSR with a known feedback, while the control register is an arbitrarily chosen bitstream generator. Our goal is to find the contents of the control register (which typically depends directly on the shared key).

**Assumptions.** Let $A$ denote the input register. We assume that $A$ is an LFSR of length $m$ with a known feedback function $f$. Let its initial contents be denoted by $a_1, a_2, \ldots, a_m$ ($a_1$ being on the output position). Let $Z$ denote the output of the shrinking generator. We assume that we can restart the shrinking generator and flip exactly one of bits $a_i$, $i \leq m$ and get a new output sequence $Z'$. In this case the control register starts with exactly the same contents as before. We assume that the error introduced is transient – after restarting the device we get the original contents of the input register.

By $f$ we denote the known feedback function of the input sequence, and let $F$ describe the output of $A$, that is $F : \{0, 1\}^m \rightarrow \{0, 1\}^\infty$ and

$$F(a_1, a_2, \ldots, a_m) = (a_1, a_2 \ldots) \quad \text{where} \quad a_{p+m} = f(a_p, \ldots, a_{p+m-1}), \quad \text{for} \ p \geq 1.$$  

Since we assume $f$ to be a linear function, also $F$ is linear, that is

$$F(a) + F(b) = F(a + b),$$  

(2)
where + denotes sum modulo 2. Sometimes $f$ is described by a so called tap sequence $t_0, t_1, \ldots, t_{m-1}$ such that $t_j \in \{0, 1\}$ and $t_0 = 1$:

$$f(a_p, a_{p+1}, \ldots, a_{p+m-1}) = \sum_{j=0}^{m-1} t_j \cdot a_{p+j}.$$ 

**Sketch of the Attack.** Suppose that we have flipped $a_k$, for some $i \leq m$, and that the resulting output of the input register is $a'_1, a'_2, \ldots$. According to (2) it means that

$$(a'_1, a'_2, \ldots) = F(a'_1, a'_2, \ldots, a'_m) = F(e_k + (a_1, a_2, \ldots, a_m)) = F(e_k) + (a_1, a_2 \ldots)$$

where

$$e_k = (0, 0, \ldots, 0, 1, 0, 0, \ldots, 0).$$

We assume that we know exactly the value of $k$. If this is not the case, then complexity of the attack will increase by a small factor bounded by $m$. (Moreover, it is possible to estimate $k$ for sparse tap sequences using methods described in the next section.)

It follows from (3) that by adding $(a_1, a_2, \ldots)$ and $(a'_1, a'_2, \ldots)$ we obtain $F(e_k)$. So $F(e_k)$ gives us positions where the sequences $(a_1, a_2, \ldots)$ and $(a'_1, a'_2, \ldots)$ differ. However, an attacker can see only $(z_1, z_2, \ldots)$ and $(z'_1, z'_2, \ldots)$. Now we will try to reconstruct $n$ consecutive bits of the bitstream $(c_1, c_2, \ldots)$ generated by the control register, where $n$ may be chosen arbitrarily. If we knew the feedback of the control register, then of course we could choose $n$ to be equal its length and try to obtain the $c_q, c_q + 1, \ldots, c_{q+n-1}$ for some known $q \geq 1$.

For a moment we fix some $p$ and $q$. We consider output sequences of the shrinking generator from positions $p$ and will assume that these both sequences correspond to the input sequence and the control sequence from position $q$. Then $p = q/2 + \Delta$, where $\Delta$ is small value compared to $q$ and can be estimated with Chernoff bounds as for the number of successes in $q$ Bernoulli trials.

In a standard way we construct a labeled tree describing the possible values of $c_q, c_{q+1}, \ldots$ – if the edges of a path from the root to a node $s$ have labels $b_1, \ldots, b_u$, then $s$ corresponds to the situation that $c_1 = b_1, \ldots, c_u = b_u$ (see Fig. 1).

Suppose that we have guessed all the values $c_q, c_{q+1}, \ldots, c_{q+i-1}$. We want to guess the value of $c_{q+i}$. One of the choices is of course 0, but when can it be 1? If $w$ denotes the number of ones in $c_q, c_{q+1}, \ldots, c_{q+i-1}$, then we can exclude the value $c_{q+i} = 1$ if

$$F(e_k)|_{q+i} \neq (z_{p+w} + z'_{p+w} \mod 2)$$

(4)

This moment is quite important, since if the probability of (4) is fairly large, then we will be able to prune a substantial number of subtrees of the tree describing all possible values of the control sequence.

First assume that the guess of the control sequence up to position $q+i-1$ was correct so far in the sense that the number of ones up to $c_{q+i-1}$ is correct (but not necessarily their distribution). Consider a node $s$ of the tree corresponding to this choice. Since
we cannot exclude the possibility that $c_{q+i} = 0$, node $s$ has a son to which leads an edge with label 0. On the other hand, if $c_{q+i} = 1$ and this is the right choice, then the inequality (4) does not hold and $s$ has the second son. If this is not the right choice, then (4) does not hold if and only if $F(e_k)|_{q+i} = (z_{p+w} + z'_{p+w} \mod 2)$, while in fact we have

$$(z_{p+w} + z'_{p+w} \mod 2) = F(e_k)|_{q+i+h},$$

where $h \geq 0$ is the smallest index such that $c_{q+i+h} = 1$. So, node $s$ has the second son if and only if

$$F(e_k)|_{q+i} = F(e_k)|_{q+i+h}. \tag{5}$$

At this point we may assume that LFSR used as the input generator has good statistical properties and from some position $F(e_k)$ passes standard statistical tests. So in average conditions like (5) are satisfied for 50% of cases, provided that $q$ is large enough.

Now consider the remaining cases. As before, we cannot prune the son of $s$ corresponding to the guess that $c_{q+i} = 0$. On the other hand, for $c_{q+i} = 1$ we check the condition (4). It concerns the value $(z_{p+w} + z'_{p+w} \mod 2)$ which equals $F(e_k)|_{q+j}$ for some $j$ that is different from $i$. So, the condition (4) is satisfied in this case iff

$$F(e_k)|_{q+i} = F(e_k)|_{q+j}. \tag{6}$$

Due to the statistic properties of the input register, this occurs in about 50% of cases.

It follows from our considerations that the expected number of sons of a node of the search tree is slightly higher than $\frac{3}{2}$. Since the height of the tree is $n$, we expect about

$$\left(\frac{3}{2}\right)^n \approx 2^{0.585n} \tag{7}$$

leaves in the tree. So for $n = 64$ we get a tree with about $2^{37.5}$ leaves and gain about $0.415 \cdot n \approx 26.5$ bits. For $n = 94$ we get $2^{55}$ leaves and gain about $0.415 \cdot n \approx 39$ bits. Of course, this gain is smaller, if we cannot estimate well $p$ and $q$.

**Example.** We explain the above ideas with the following toy example. Let

$$f(x_1, x_2, \ldots, x_6) = x_1 + x_2 \mod 2 \tag{8}$$

(so $a_p = a_{p-6} + a_{p-5}$, for $p > 6$). Assume that the control sequence is generated by some other LFSR of length 5. Let us have, in our example, two output sequences:

$$(z_1, z_2, \ldots) = 111011110001 \ldots \quad \text{and}$$

$$(z'_1, z'_2, \ldots) = 111001101111 \ldots \tag{9}$$

Assume that the 3rd position in input register (counting from the output position) is flipped, so by (8), $F(e_k) = 00100011000101010011100100101101110 \ldots$ We take $q = 9$, as $F(e_k)$ is already “random” from position 9 and the number of ones approximately equals the number of zeroes. In the first 8 elements of the control sequence we expect about 4 ones, so we skip the first 4 elements of output sequence. This might be false, but if the attack fails, then we will try other less probable possibilities. First we compute

$$(z_5, z_6, \ldots) + (z'_5, z'_6, \ldots) = 10011110 \ldots \tag{10}$$
Note that 

\[(F(e_k)|_9, F(e_k)|_{10} \ldots) = 1000101001110100 \ldots\]

Now consider the tree of guesses for the control sequence from position 9. As always, \(c_9\) can be equal to 0, but \(c_9 = 1\) is also possible since \(F(e_k)|_9 = (z_5 + z'_5 \mod 2)\). If \(c_9 = 0\), then \(c_{10} \neq 1\) as \(F(e_k)|_{10} \neq (z_5 + z'_5 \mod 2)\). We continue in that manner until we obtain a tree of height 5 (five is the length of control register) – where every leaf gives us values of \(c_9, c_{10}, \ldots, c_{13}\) (see Fig. 1).

![Fig. 1. A tree of guesses for the control sequence in the example](image)

The tree constructed has only 11 leaves (note that the leaf corresponding to 00 \ldots 0 is excluded, as this is the content of the register which never appears in calculations). Each leaf corresponds to a full contents of the control register. To proceed we assume to know the feedback of the control LFSR, for instance

\[c_i = c_{i-5} + c_{i-3} \mod 2\]

Now we can emulate the system (taking \(e_k\) as the starting state for the input register) and compare the results with \(z + z' \mod 2\). Take the first leaf corresponding to \(c_9c_{10}c_{11}c_{12}c_{13} = 00001\) and, consequently, \(z_7 = a_{18}\). On the other hand, \(F(e_k)|_{18} = 1\), what implies that \(a_{18} \neq a'_{18}\). However, in our example \(z_7 = z'_7\), thus we have to exclude the leaf corresponding to 00001.

In a quite similar way we exclude all but one leaf, namely 11101, so this is the only candidate left for the true contents of \(c_9c_{10}c_{11}c_{12}c_{13}\). We clock the control register back and obtain \(c_1c_2c_3c_4c_5 = 11000\). Now we can check that among the first 8 control bits there are exactly 4 ones, as assumed at the beginning. Now we can write equations for \(a_i\), and since we can express all \(a_i\) as linear expressions of \(\{a_1, a_2, a_3, a_4, a_5, a_6\}\), we need 6 independent equations. For instance,

\[a_1 = z_1, \quad a_2 = z_2, \quad a_6 = z_3, \quad a_3 + a_4 = z_5, \quad a_5 + a_6 = z_6, \quad a_1 + a_3 = z_8\]

which leads to a solution \(a_1a_2a_3a_4a_5a_6 = 110101\).

**Experimental Data.** Since formula (7) has been obtained by some simplifications we have implemented the attack and checked performance of the attack in practice.

In the experiments we choose at random 32-bit LFSRs with 4 taps for the control registers and 32-bit LFSRs with 6 taps for input registers (all of them with the period
We experimentally investigate what is the sufficiently large $q$. We look for a simple rule to make a decision. For this purpose we consider the number $t$ of ones within the segment $[q - 20, q + 20]$ in the sum of the input sequence and the faulty input sequence. For each $t$ we have computed the average size $l$ of the search tree. As one might expect $t$ equal to about half of the width of the segment leads to optimum number of leaves of tree – see Fig. 2. On this figure at the bottom of each bar we have marked the number $t$, the height of the bar reflects the average number of leaves. Due to high differences in the values of $l$, we have split the picture into 3 parts, each in a different scale. In the lowest part of Fig. 2 we present some exact values. We see that applying the rule that the number of ones in a segment of $F(e_k)$ should be about the half of the length of the segment turns to be a good choice: the average number of leaves for $t \in \{20, 22\}$ are approximately $(1.52)^{32}$, which is close to (7).

### 3 Attack through Faults in Control Register

Now we outline another attack against the shrinking generator. This time, unlike in [9], we shall assume that the control register is an LFSR with a known feedback, while the input generator may be arbitrarily chosen random bit generator. Our goal is to
reconstruct the contents of the control register. Of course, once this is achieved and the input register is also an LFSR generator, one can immediately reconstruct the contents of the input register.

**Notations and Assumptions.** We shall adopt the notations from Section 2. On top of that we shall assume that one can cause exactly one random bit-flip within the control register and rerun the generator. However, the position of the bit flipped is random. This corresponds to physical reality of radiation-induced bit-flips – neutrons are able to introduce transient and permanent faults. That is, if the register has length \( n \), and its cells contain \( c_1, c_2, \ldots, c_n \) (\( c_1 \) in the output position), then it is possible to get the output sequence \( Z' \) corresponding to the \( c'_1, c'_2, \ldots, c'_n \), where all but one \( c'_i \) are equal to \( c_i \).

**Attack Idea.** For the sake of simplicity we present the attack for a specific case, where it is particularly evident how it works and the number of possible details and attack options is relatively small. We shall consider one of the tap sequences listed in [1], namely LFSR register of length 94 with tap sequence 94, 73 (i.e. we have \( c_i = c_{i-94} + c_{i-73} \), for all \( i > 94 \)). Let us call it \( L \).

Let us use the following convention: let \( c_j \) denote the bit which is shifted along \( L \), so that it would become the \( j \)th output of \( L \), if \( L \) were used alone as pseudorandom generator. The first observation is that if we flip \( c_s \) at the moment when \( c_s \) is before position 74 in \( L \), then \( c_{s+73}, c_{s+94} \) will be flipped as well due to changes induced directly by \( c_s \) through the tap sequence, and \( c_{s+73+73}, c_{s+73+94}, \ldots \) due to changes induced directly by \( c_{s+73} \) through the tap sequence, and \( c_{s+94+73}, c_{s+94+94}, \ldots \) due to changes induced directly by \( c_{s+94} \) through the tap sequence, and

\[
c_{s+146+73}, c_{s+146+94}, c_{s+188+73}, c_{s+188+94}, c_{s+219+73}, c_{s+219+94},
\]

and so on. Note that finally changes occur at

\[
c_s, c_{s+73}, c_{s+94}, c_{s+146}, c_{s+188}, c_{s+219}, c_{s+240}, c_{s+261}, c_{s+282}, \ldots
\]

(notice that two flips occurring at \( c_{s+167} \) cancel themselves). We see that (at least at the beginning) the distances between the changed bits are quite large.

Let \( a_1, a_2, \ldots \) denote the output that would be generated by the input generator. The second observation is that flipping a control bit \( c_j \) can have two different effects:

1. if a zero is replaced by one – then an additional element \( a_j \) from the input generator is inserted into the output sequence, or
2. a one is replaced by a zero – in this case \( a_j \) is removed from the output sequence.

It turns out that it is possible to detect which case has occurred, and so in this way find out what was the value of the bit flipped. Consider first the effect of flipping \( c_s \). Since the bits up to \( c_s \) are unchanged, until the position corresponding to \( s \), the output of the shrinking generator remains the same. Let \( t \) be this position. Then either a bit is removed from position \( t \) or a new bit is inserted between positions \( t - 1 \) and \( t \). The output bit from position \( t \) occurs in a block of bits of the same value (in particular, it may consist of this single bit). Without loss of generality assume that this is a block.
of zeroes. If such a block gets longer, then two reasons are possible (see Fig. 3). One is inserting an additional zero. The second one is that a one separating two blocks of zeroes is removed. In some distance no other control bit is affected by the change of \( c_s \), so a certain sequence \( w \) remains unchanged after the mentioned block of zeroes is in the output of the shrinking generator. One can easily see that we cannot resolve which case has occurred, if \( w \) is a prefix of 10\( w \). This occurs only if \( w = 101010 \ldots \). If \( |w| \) is large (say \( |w| \geq 20 \)), the case of such a pattern occurs quite infrequently. Small values of \( |w| \), on the other hand, also happen with very low probability. Indeed, we can assume that the output of the input generator has good stochastic properties. Then the average value of \( |w| \) is about 72/2 = 36 and \( |w| < 20 \) with probability less than \( 4 \cdot 10^{-5} \). So the case when we cannot distinguish between both cases occurs with a very low frequency.

If the block of zeroes concerned gets shorter, then again there are two cases. Obviously, it can be due to removing a bit from the output of the shrinking generator. The other case is that a one is inserted in front of the last zero in the block (see Fig. 4). In this case \( w \) must be a prefix of 01\( w \), hence \( w = 0101 \ldots \).

We see that with a high probability we may determine which change has occurred via flipping a bit, and so what was the value of the bit flipped. What we do not know is the position of the flipped bit in the control register. We even cannot say exactly which bit of the output sequence has been removed or inserted, respectively. We can only point to a block of the same bit value where the change has occurred (of course, we can locate the changes in cases when the block of length one is canceled or a new block is

---

**Fig. 3.** Possible interpretation of a change in the output sequence, when \( c_s \) is changed from 0 to 1

---

**Fig. 4.** Possible interpretation of a change in the output sequence, when \( c_s \) is changed from 1 to 0
Reconstructing Induced Changes. One of the crucial observations is that in the scenario considered above flipping the bit \( c_s \) causes flipping the bits \( c_{s+73}, c_{s+94}, c_{s+146}, c_{s+188}, \ldots \) as well. Due to large distances between the bits flipped with high probability we can recognize their values as described in the previous subsection (at least at the beginning, since the bits flipped become eventually quite dense). Note that we know exactly the distances between these bits in the output of the control register. So, each time we flip a bit, we get a pattern of bits \( c_s, c_{s+73}, c_{s+94}, c_{s+146}, c_{s+188}, c_{s+219}, c_{s+240}, c_{s+261} \).

In our example, we can reconstruct a few more bits in this way. In fact, notice that \( c_s + c_{s+21} = c_{s+94}, c_{s+52} + c_{s+73} = c_{s+146}, c_{s+94} + c_{s+115} = c_{s+188}, c_{s+125} + c_{s+146} = c_{s+219} \). Hence we can derive easily the values of \( c_{s+21}, c_{s+52}, c_{s+115}, c_{s+125} \). Then in turn we consider equality \( c_{s+31} + c_{s+52} = c_{s+125} \), and derive \( c_{s+31} \). Similarly, \( c_{s+22} + c_{s+43} = c_{s+115} \), hence we may derive \( c_{s+43} \).

So finally we get a pattern consisting of the values

\[
c_s, c_{s+21}, c_{s+31}, c_{s+43}, c_{s+52}, c_{s+73}, c_{s+94}, c_{s+115}, c_{s+125}, c_{s+146}, \ldots
\]

For our example, we shall use the values of \( c_s, c_{s+21}, c_{s+31}, c_{s+43}, c_{s+52}, c_{s+73} \).

The main disadvantage concerning the indexes of bits recovered according to the procedure described in the previous subsection is that they do not occur in the same block of length 94. Nevertheless, as we have shown, we can “shift” information by considering the tap connections. This holds also in the case when tap sequences consist of more than two connections. The only disadvantage in this case is that instead of values of single bits we get values of sums of bits. Treating these as a system of linear equations for \( c_s, \ldots, c_{s+93} \) we will in fact gain as many bits as is the rank of the system (by guessing some values and calculating all other occurring in the sums).

Ordering Different Patterns. Assume that we have recovered two patterns, say

\[
c_s, c_{s+73}, c_{s+94}, c_{s+146}, c_{s+188}, \ldots \quad \text{and} \quad c_z, c_{z+73}, c_{z+94}, c_{z+146}, c_{z+188}, \ldots;
\]

but we do not know the values of \( s \) and \( z \). We shall see that almost always we may recognize which of the values \( s, z \) is smaller.

The changes of \( c_s \) and \( c_z \) cause changes in the output of the shrinking generator. As above, the place of a change can be located within a block of the same symbols. Obviously, if the change related to \( c_z \) occurs in a block that comes later than the block, where a change is caused by flipping \( c_s \), then obviously \( s < z \).

If we cannot determine that \( s < z \) or \( z < s \), since the first changes occur in the same block of the output of the shrinking generator, we still have chance to compare \( s \) and \( z \) by considering the changes in the output of the shrinking generator induced by the changes that occur at \( c_{s+73} \) and \( c_{z+73} \). If this fails, we have still a chance to detect the order of \( s \) and \( z \) at \( c_{s+94} \) and \( c_{z+94} \) and \( c_{s+146} \) and \( c_{z+146} \) and \( c_{s+188} \) and \( c_{z+188} \) and \( c_{s+219} \) and \( c_{z+219} \) and \( c_{s+240} \) and \( c_{z+240} \) and \( c_{s+261} \) and \( c_{s+282} \) and \( c_{s+282} \). Observe that if the bits generated by the input register on positions \( s+j \) and \( z+j \) are different, we shall
detect the order of $s$ and $z$. So if we treat the output of the input generator as a random string, then with probability only $2^{-9}$ the opposite case occurs for each of the 9 pairs listed. In fact, probability of detection is higher: even if the bits generated by the input generator on positions $s + j$ and $z + j$ are equal, it may happen that they do not belong to the same block of identical bits in the output generated by the correct computation. Probability of such an event grows with the distance between $s$ and $z$.

Let us observe that not only we can detect that, for instance $s < z$, but also get further estimation, like $z < s + 21$. For this purpose we look at the changes induced by changing $c_{z+73}$ and $c_{s+94}$. As before, if these changes do not occur in the same block of the same symbols in the output of the shrinking generator, we can derive this information. Similarly, in order to get analogous results we may consider the changes induced by $c_{z+188}$ and $c_{s+219}$, $c_{z+219}$ and $c_{s+240}$, $c_{z+240}$ and $c_{s+261}$, $c_{z+261}$ and $c_{s+282}$. Hence, with a fairly good probability we may detect patterns generated by flipping $c_z$ where $z \in (s, s + 240)$.

**Additional Data – Number of Ones.** Analyzing errors induced for generating patterns discussed in the previous subsection yields one more information. Consider for instance $c_{s+73}$ and $c_{s+94}$. We can determine the place where the change of $c_{s+73}$ and $c_{s+94}$ yields the changes in the output of the shrinking generator. These places can be determined almost exactly – uncertainty is related to the case when we remove or introduce symbols within a block of the same bits in the output string. The best case is that this block is of length one – then we know the position exactly. Anyway, the average length of such a block is less than 2.

On the other hand, the number of bits in the output of the shrinking generator between the positions corresponding to $c_{s+73}$ and $c_{s+94}$ equals the number of ones in the sequence $c_{s+74}$ through $c_{s+93}$. This reduces the number of cases for a brute force search. For instance, instead of $2^{20}$ possible settings we have to consider only $\binom{20}{w}$ cases, where $w$ is the number of ones. For $w = 10$ we get the maximum number of cases $\approx 2^{17.5}$.

**Sketch of the Attack.** Let us now summarize the steps performed during the attack:

1. We generate 1 bit failures in the control generator in about the same time, each time restarting the shrinking generator in the same state.
2. We choose a group of patterns such that:
   - if the pattern with the earliest error corresponds to flipping $c_s$, then for each other pattern of the group the bit flipped is not later than $c_{s+21}$,
   - we can determine the time ordering between each pair of patterns in the group,
   - $c_s$ corresponds to a block of length 1 (in fact, this only simplifies the description),
   - the group chosen has the highest cardinality among the groups having the above properties.
3. If $s + s_1 < s + s_2 < \ldots < s + s_d$ denote the indexes of the bits flipped for the patterns in the group, we consider separately each configuration $0 < s_1 < \ldots < s_d < 21$.
4. Given a configuration $0 < s_1 < \ldots < s_d < 21$ we set all remaining bits in positions $s$ through $s + 93$ without violating the conditions about the number of ones in each of the intervals.
5. In order to check a solution we generate the outputs of the control register for a few hundred of bits for each of the patterns. Then we check if they are consistent with the outputs of the shrinking generator. That is, if for $s_i$ and $s_j$ we have $c_l = 1$, then we check if the output bits of the shrinking generator are the same on positions corresponding to $c_l$ for both erroneous outputs. Note that the position in the output string corresponding to $c_l$ is the position of $c_s$ plus the offset given by the number of ones in the sequence $c_{s+1}, \ldots, c_l$.

Let us comment on the computational complexity of this attack. Assuming that we get 8 patterns of the properties described we have to consider $\binom{20}{7} \approx 2^{16}$ cases in step 3. However, in this way we set $8 \times 6 = 48$ bits. Setting the remaining bits requires considering $2^{93-48} = 2^{45}$ cases. In fact, this is overestimated, since we can bound the number of cases based on the information of the number of ones in certain intervals – the search can be performed using the standard branch and bound technique. Together we have a rough estimate of $2^{61}$ cases to be considered. So the gain of the attack in this case is more than 33 bits, even if the brute force attack could consider the control register alone.

**Final Remarks**

Even if in our presentation we assume that the input and control sequences are generated by LFSRs, in fact we require a slightly weaker assumption. Namely, if we flip a single bit of the internal state of a generator, then we can say which of the bits of the output of the generator become flipped as well.

It follows from the discussion in the paper that in most cases one can easily detect that the number of bits flipped is higher than 1 and, for instance, skip such data. On the other hand, the attack can be adapted to the case when not a single bit but a group of a few consecutive bits is flipped at once. This would correspond to realistic fault conditions for the highest integration scale. We also have to remark that even if the attacks presented are focused on some specific details, the case study shows that there might be many ways to fine tune the attack.
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\textbf{Abstract.} In this work we present three new distributed, probabilistic data propagation protocols for Wireless Sensor Networks which aim at maximizing the network’s operational life and improve its performance. The keystone of these protocols’ design is \textit{fairness} which declares that fair portions of network’s workload should be assigned to each node, depending on their role in the system. All the three protocols, EFPFR, MPFR and TWIST, emerged from the study of the rigorously analyzed protocol PFR. Its design elements were identified and improvements were suggested and incorporated into the introduced protocols. The experiments conducted show that our proposals manage to improve PFR’s performance in terms of success rate, total amount of energy saved, number of alive sensors and standard deviation of the energy left. Indicatively we note that while PFR’s success rate is 69.5\%, TWIST is achieving 97.5\% and its standard deviation of energy is almost half of that of PFR.

\section{Introduction}

The subject of this study is the communication protocols for static, homogeneous Wireless Sensor Networks (WSN’s), where the energy reserves of the particles are finite. A protocol’s goal should be to prolong system’s \textit{functional life} and maximize the number of events which get successfully reported. There is a great variety of different protocols for WSN’s. A well known data aggregation paradigm is \textit{Directed Diffusion} whose key element is data propagation through multiple paths. \textit{Multi-path} (e.g. \textsuperscript{[3,7]}) protocols contrary to the \textit{single-path} ones, broadcast to more than one nodes in each single hop. Thus they are less affected by node failures and ensure successful message deliveries. Additionally they are easier to implement since they do not involve a route discovery process. On the other hand, they tend to spend more energy than the single-path protocols since they engage more particles to the propagation process than the single-path ones.

\textit{Energy Awareness} is another important property of communication algorithms applied to sensor networks and many protocols take energy consumption into account for their routing decisions (e.g. \textsuperscript{[7,9,12]}). Some approaches even
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propose *sleep/awake* schemes aiming at energy saving. Moreover there are many protocols presented, applying techniques in order to achieve *Balanced Energy Dissipation*. This feature’s concept is that, even more important from saving energy, is assuring that the energy is dissipated uniformly by all the particles. Thus the premature depletion of certain keystone nodes, which in turn results to the destruction of the whole network, is avoided and the system operational life is elongated. This goal is pursued by many researchers (e.g. [5,7,12]).

### 1.1 Protocol Engineering

Our objective is to devise communication protocols for WSN’s that allow the underlying network to operate effectively for the longest possible time. These protocols have to be decentralized and adaptive to current conditions. On the other hand they should take measures against the nodes’ energy dissipation and their “death”. Our efforts were initially focused on the study of the rigorously analyzed *Probabilistic Forwarding Protocol* - PFR [3]. This protocol, presented in more detail in section 4, attracted our attention because of its design characteristics. It is simple, lightweight, probabilistic and totally distributed. All it needs is local information which is easily provided to the particles, although some researchers [6] suggest the use of global topology, which can be encoded and consequently disseminated throughout the network. On top of that PFR is thoroughly analyzed considering correctness, energy efficiency and robustness.

Then we tested PFR on diverse operation scenarios and we identified its design flaws and its beneficial elements. We modified its components and experimentally assessed their impact. The process yielded interesting ideas which were simulated and evaluated as well. Corrections were suggested and experiments took place to identify the best setting of their parameters. From this procedure protocols EFPFR and MPFR emerged (see sections 5.1 and 5.2 respectively) as descendants of PFR, and protocol TWIST (see section 5.3) evolved, in turn, from MPFR. The keystone of these new protocols’ design is *Fairness*. This concept, in the context of WSN’s, has been addressed by many researchers in the past (e.g. [10]). In this work the term implies that the protocols must be able to identify each particle’s particularities and roles and consequently treat them respectively. For instance important nodes should be relieved from some of their burden, while the seemingly less important ones, should be prompted to participate more in the data propagation process. This could be realized either by prohibiting transmissions from the frequently used, “poor”, in terms of energy particles, or by encouraging propagations through paths different from the greedy, shorter ones. The goal is to amplify “solidarity” within the network and keep it functional for more time.

### 2 The Model and the Problem

In this work we follow the model presented in [3]. It is comprised by *N* sensor particles and one sink. The particles’ positions are chosen uniformly at random.
Sink’s resources (energy, transmission radius and processing and storage capabilities) are infinite. Once the sensors are deployed, no new ones are added. The nodes are assumed to be static, identical and their transmission ranges $R$ and initial energy reserves $E_{in}$ are finite and fixed. The transmission ranges could be variable as well, but we prefer to deal with a simpler and stricter case. Each data transmission is a broadcast and every particle can communicate with every other being positioned within its range $R$ assuming the absence of obstacles. A critical event $E$ occurs with probability $P_E$, called injection rate. Additionally we assume that every particle can estimate the direction of a received transmission and the distance from its source, as well as the direction towards the sink. The particles can retrieve this kind of information employing various techniques. One way is incorporating smart antennas into the particles, which may be feasible in the near future (see [4]). Thus within an initialization round, during which the sink is broadcasting a powerful signal of known intensity, the sensors calculate their direction in relation to the sink and their distance from it, measuring signal attenuation. The particles can also use GPS transceivers to estimate their positions or even localization methods (e.g. [11]) to decide on fictitious virtual coordinates and thereafter be able to estimate directions and distances.

The Energy Model: As it is proposed in [8], we consider that energy is dissipated when the particles transmit, receive and remain in idle state. The energy needed for a transmission/reception is proportional to the time the transmitter/receiver must operate in order to transmit/receive the entire message. Thus $E_{tx} = T_{tx, start} \cdot P_{tx, start} + \frac{n_{mes}}{R_t} \cdot (P_{tx, elec} + P_{amp})$ is the amount of energy required to transmit a message having length $n$ bits. $T_{tx, start}$ is the time required to turn on the transmitter, $P_{tx, start}$ is the power needed for this task, $R_t$ is the transmission rate and $P_{tx, elec}$ and $P_{amp}$ are respectively the amounts of power needed to operate the transmitter and the amplifier. Similarly the energy needed to receive a message of $n_{mes}$ bits is: $E_{rx} = T_{rx, start} \cdot P_{rx, start} + \frac{n_{mes}}{R_t} \cdot P_{rx, elec}$, where $T_{rx, start}$ is the time required to turn on the receiver, $P_{rx, start}$ is the power needed to be spent for that purpose and $P_{rx, elec}$ is the amount of power required to operate the receiver. Finally when a particle is idle we consider that it spends an amount of energy $E_{idle}$, equal to that required to receive only one bit. So: $E_{idle} = T_{rx, start} \cdot P_{rx, start} + \frac{1}{R_t} \cdot P_{rx, elec}$. Intuitively, during each time step, a particle switches on its receiver, senses the carrier (receives $O(1)$ bits) and if no worthy transmission is taking place, it switches off the receiver. In some architectures the amount of power the particle’s circuit spends during the idle state ($P_{id, elec}$) is different from that of the receiver $P_{rx, elec}$.

The Fair Propagation Problem: The propagation problem $\Pi$ can be formulated as following: “Which is the propagation strategy the particles should follow, in order to distribute the work load in “fair” fashion and report as many messages as possible to the sink, during the $K$ time-steps of network’s operation?”. $\Pi$ implies the need of cooperation between the particles in order to share the data dissemination burden and propagate efficiently most of the messages without spending much energy. The issue of balanced energy dissipation must
be taken into account as well. A protocol’s ability of delivering most of the reporting messages is quantified by the Success Rate $P_s$. $P_s$ is the fraction of the number $r$ of the events successfully reported to the sink, over the total number of events generated $g$, i.e. $P_s = \frac{r}{g}$. Additionally we measure the Final Total Energy $E_{fin}$. Given a network of size $N$ where each node $i$ has $E_i$ energy units left at the end of the simulation, $E_{fin} = \sum_{k=1}^{N} E_k$. To assess how energy balanced a protocol is, we calculate the Standard Deviation of the Energy Left, $\sigma_{E_{fin}}$. For every particle $i$ having $E_i$ units of energy, $\sigma_{E_{fin}} = \sqrt{E(E_i^2) - E(E_i)^2}$. Other approaches [12] characterize a protocol as energy balanced if no sensor dissipates more than $O(E(n)/n)$ energy, where $n$ is the number of sensors and $E(n)$ the total amount of energy spent. We also measure the Number of Alive Particles $H_a$, i.e. the number of particles $i$ that have, at the end of the simulation, energy levels above zero, i.e. $E_i > 0$. Finally we calculate how fast a protocol delivers its messages using the Mean Latency metric, $\mathcal{L}$. If an event $\varepsilon$ belongs to the set of the successfully delivered events $\mathcal{E}_d$ and made it to the sink after $l_\varepsilon$ rounds, then $\mathcal{L} = \frac{\sum_{\varepsilon \in \mathcal{E}_d} l_\varepsilon}{|\mathcal{E}_d|}$.

3 Implementation Issues

The implementation assumes that all the particles operate within discrete time-steps. This implies synchronization, although the latter is not necessary. The regular and the special “energy level update” messages can be delivered at any time and each particle is free to store and process them at the proper moment. We assume as well that the particles avoid message re-transmissions by keeping a record of the previously encountered ones. Also we make the assumption that an underlying MAC communication protocol exists dealing with the interference problem, as the radiogram protocol applied on the Sun SPOT motes [1]. Additionally we consider the sleep/awake scheme as an underlying subprotocol that can be applied on every classic routing protocol and thus we don’t take its application into account in this study; all the particles are constantly awake. Each experiment is executed on the same hundred of similar instances and the results harvested are the average values from those taken on every single instance. The specifications utilized concern: the network size which is 10000 particles. The plane which is shaped as a unit diameter disk. The sink’s position in the disk’s center. Additionally the events are getting detected close to an arc which is a part of disk’s circumference; the “event arc”. The size of the “event arc’s” subtending angle is 30°. The injection rate is 0.4 and the $\beta$ parameter (express the length of PFR’s “Front Creation” phase) is 2. The particles’ communication radii and initial energy reserves are 0.025 length units and 5000 energy units respectively. Each experiment lasts 5000 rounds. The energy specifications are based on real data drawn from data-sheets of six well known micro-sensor transceiver architectures ($\mu$AMPS-1, WINS, nRF905, MEDUSA II, TR1001 and CC1100). Here we report only the experiments regarding the $\mu$AMPS-1 architecture. Similar results hold for the other
architectures as well. All these characteristics describe an average case scenario where the network works sufficiently for most of the time, but a significant fracture of the network gets depleted in order to evaluate protocols’ robustness. More details regarding the experimental conditions can be found at the full version of this paper: http://ru1.cti.gr/aigaion/?TR=446.

4 Probabilistic Forwarding Protocol - PFR

The Probabilistic Forwarding Protocol (PFR) is a flat, distributed and multi-path protocol and it favors transmissions only from those sensor particles that lie close to the optimal line; i.e. the line connecting the source of a message and its destination, the sink. It evolves in two phases:

The Front Creation Phase. This effect of this phase is to ensure that the data propagation process survives for an appropriately large period of time. It initiates when a new event \( E \) is detected by a particle \( p \) and \( E \)'s message \( m_E \) is sent to \( p \)'s neighbors. It lasts for \( \beta \) rounds and during them each particle receiving a message \( w \) it deterministically forwards it.

The Probabilistic Forwarding Phase. After the Front Creation phase data propagation is done in a probabilistic manner. When a particle \( v \) receives a new message \( m \), it decides to propagate it with probability \( p_{fwd} = \frac{\phi}{\pi} \). \( \phi \) is the angle formed between the particle-source \( A \) of the message \( m \), particle \( v \) and the sink \( S \) (\( \phi = \hat{AvS} \)).

PFR’s main drawback is its flooding behavior. This behavior is illustrated in Fig. 1(a). Flooding, favors the creation of multiple paths and thus the delivery probability is increased while the energy dissipation is increased as well.

![Fig. 1. Single message’s propagation. The light grey spots stand for particles having received the message and the dark ones for nodes having received and transmitted it.](image)

5 Designing Protocols

5.1 Energy-Fair Probabilistic Forwarding Protocol - EFPFR

EFPFR’s goal is to limit message broadcasts and thus energy consumption, without blocking events from being reported to the sink. The idea of limiting
transmissions was also utilized from different perspectives in [9]. EFPFR inherits both the Front Creation and Probabilistic Forwarding Phase from PFR, but it slightly modifies the latter one. It introduces the “local energy ranking” criterion which in combination with the original PFR’s “angle” criterion, regulates the transmission decision process. A similar criterion was used in [7]. The local energy ranking criterion requires that each particle should have some knowledge about the energy reserve levels of its neighbors. Thus periodically all the particles are broadcasting information about their own energy level. Those special messages are the energy update messages, the special rounds are the energy update rounds and the number of rounds intervene between two consecutive energy update ones is called the energy update period length. During the energy update rounds, each particle receives its neighbors’ energy information. Thus it can compare its own energy reserve with those of its neighbors, and assess whether it is locally “rich” or “poor”, in terms of energy. If it is “rich”, it concludes that it should take the initiative to forward its messages and relieve its “poor” neighbors. If it is “poor” it reduces the forwarding probability of its message since it “assumes” that there is another, “richer” neighbor to do so. Note that with high probability in a neighborhood all the particles possess more or less the same set of messages, as long as they have common neighbors to pass them the same messages. While in an energy update round, a sensor particle can still sense events, which will be processed during the next round of operation.

Fairness in EFPFR is expressed by the fact that in each neighborhood the burden of forwarding messages is undertaken by the “richest” particles relieving the “poor” ones. The energy distribution throughout the network may change in time. Since the energy update rounds occur periodically, the protocol adapts to the new environment. Summing up, during the EFPFR’s Probabilistic Forwarding phase, a particle \( v \) forwards a message originating from particle \( A \) with probability:

\[
p_{fwd} = \begin{cases} \frac{\phi \times \frac{E_v - E_{min} + 1}{E_{max} - E_{min} + 1}}{1}, & \text{if } v \neq A, \\ 1, & \text{if } v \equiv A. \end{cases}
\]

\( E_v, E_{min} \) and \( E_{max} \) are respectively the energy level of particle \( v \) and the minimum and maximum energy levels in \( v \)'s neighborhood including its own energy level, as they were reported during the last energy update round. The “+1” factor added at the numerator and the denominator, is normalizing the fraction in the case \( E_{min} = E_{max} \). Note that the probability of broadcasting a message by the message’s source particle is always 1. The only parameter left open is the energy update period length. A small period is keeping the energy information up to date but it causes frequent energy update rounds costing more energy. Our simulations showed that an energy update period of 80 rounds is optimal (details can be found in the full version of this paper). As it was expected and can be showed experimentally (see section [6], EFPFR improves PFR’s performance because it saves energy truncating unnecessary message transmissions and some receptions. The message flooding is still present since only few transmissions in a dense network are enough to propagate data everywhere. This is depicted at Fig. 1(b).
5.2 Multi-phase Probabilistic Forwarding Protocol - MPFR

MPFR follows a different approach from EFPFR’s one to achieve fairness. MPFR’s concept is to forward messages not through the “optimal line”, but rather through longer, crooked routes. This design choice works well on instances where all, or most of the events occur and get detected in a specified area. This assumption is reasonable, since in real applications a critical phenomenon is usually observed in specific regions and not throughout all the monitored space. MPFR’s benefit is that energy dissipation per message is more balanced as the particles on the “optimal line” get some relief when the traffic is diverted away. In addition more potential propagations paths are created, increasing message’s probability of delivery. On the other hand this technique affects the mean message delivery delay and increases the overall energy consumption.

MPFR calls PFR multiple times in order to form the indirect, crooked transmission path. In more detail, MPFR divides the network area using concentric rings, whose radii are integer multiplicates of the radius of the smaller one, also called redirection radius $R_{rd}$. The center of all these rings is the sink. Consequently the number of the rings is set by $R_{rd}$. Thereupon when a particle $p$ detects an event $E$, it creates the reporting message $m_E$ and calculates its own distance $d_p$, from the sink. If $d_p \leq R_{rd}$ PFR is used to carry $m_E$ directly to the sink. Else $p$ picks the next intermediate destination of $m_E$. Apparently $R_{rd}$ and $d_p$ set the number of PFR calls. Thus if $kR_{rd} < d_p \leq (k+1)R_{rd}$ and $k \geq 1$, PFR will be called $k + 1$ times and $m_E$ will be redirected $k$ times. Picking the next destination particle $p'$ is not trivial. $p'$ is picked by $p$, uniformly at random from those particles lying close to the so called “choice arc”. The original design choice suggests that the “choice arc” should be a hemicycle having as center $p$ and whose radius would be equal to $d_p - (k - m) \cdot R_{rd}$. Additionally the bisector of this arc should coincide with the line connecting $p$ and the sink. An example is illustrated on Fig. 2(a) where an event originally detected by particle $A$ is reaching the sink, passing through $B$ and $C$. The light grey line represents the message’s routing, while the two dark arcs are the “choice arcs” of particles $A$ and $B$. The problem is that sometimes a message is forced to backtrack and it gets blocked as the particles which had encountered it in the past ignore it. In the case showed on Fig. 2(a) this could happen if $B$’s choice would be $D$ instead of $C$. This “message blocking” phenomenon has a strong negative effect on protocol’s performance. To cope with it we proposed two measures. The first is the non-blocking feature which declares that the particles should consider a message, when it is redirected, as different from the original one and not block it. The other one is the “periphery-targeting” mechanism. This concept changes the definition of the “choice arc”.

It defines it to be part of the next outer concentric ring towards the sink and whose ends are the intersection points between the ring itself and the two tangent lines from particle $p$ to the ring. Fig. 2(b) visualizes it. The goal of this strategy is to minimize the probability of message blocking because of backtracking, since the protocol always targets forwards.
Our simulations indicate that despite of the correcting measures we introduced, MPFR’s performance was still poor and specifically slightly worse than that of PFR. The main explanation is that MPFR is relying its success on the ability to bypass the direct route, from a message’s source to the sink which is not possible because of the still present flooding behavior. The solution we turned to, was the to make the PFR’s angle criterion stricter. To do so instead of forwarding a message with probability $\frac{\phi}{\pi}$ we forward it with probability $(\frac{\phi}{\pi})^n$ where $n$ is an integer number greater than 1. Fig. 1(c) depicts how MPFR propagates a message to the sink when it follows both the “non-blocking” and the “periphery targeting” concepts and when the propagation criterion is raised to the power of 5. The extensive experiments we conducted showed that the MPFR performs best when the criterion’s power is 5, the redirection radius is large and when both the “non-blocking” and the “periphery targeting” features are applied. Details regarding these simulations and the overall design process of MPFR can be found at the full version of this paper.

5.3 Twisting Forwarding Protocol - TWIST

MPFR was engineered to enforce fairness by probabilistically deflecting data propagation away from the area close to the “optimal line”. Its design aimed at indirectly achieve this goal and so its success was only partial. Using our experience on MPFR we designed protocol TWIST which aims exactly at directing data propagation away from greedy choices; the straight routes. TWIST considers that the network is deployed in a disc, at the center of which lies the sink.

TWIST runs in three phases. During the first one, the message is forwarded from the source particle $E$ along the “optimal line” but only until a randomly selected point; the twisting point $T$. Then the second phase, called “twisting phase”, is initiated and the message is forwarded along the perimeter of the circle having as center the sink and whose radius is equal to the distance between the sink and the twisting point. This twisting propagation is done clockwise or anticlockwise, and the covered arc’s subtending angle is random (between 0 and $\pi$). The other end of the arc is called direct forwarding point $D$. Reaching this...
point the third phase is initiated and the message follows once again a straight route towards the sink $S$. The line, formed by the two straight lines of the first and the third phase and by the arc of the second phase, is called propagation line. An example of TWIST propagation is illustrated on Fig. 1(d).

This protocol is probabilistic since, for each message the positions of the twisting and direct forwarding points are random. Those positions are picked from the source-particle and they are recorded in the message. All the other decisions are deterministic. The reason is that we want to keep the three individual propagation routes “thin” enough to avoid flooding and spoil protocol’s character. So a particle transmits a message, if and only if its distance from the propagation line is equal or shorter to its communication radius. The area around the propagation line where transmitting is permitted is called propagation zone. Details regarding TWIST’s implementation are provided in the full version of this paper.

6 Comparative Study

Table 1 contains the performance measurements of the four protocols. As we see, EFPFR ameliorates PFR’s success rate and this improvement is obvious to every single metric. Even the standard deviation of energy is smaller than that of PFR, implying a fairer distribution of the workload. The limitation of PFR’s flooding behavior is obvious comparing Figures 3(a) and 3(b). Thus EFPFR indeed is improving PFR’s performance, without compromises.

MPFR as shown in Table 1 succeeded in its mission. It achieved a success rate higher than that of EFPFR, it saved twice more energy than PFR and preserved alive much more particles than EFPFR did. Its standard deviation of energy was also much better than EFPFR’s. From the other hand Fig. 3(c) shows that the key to MPFR’s success is not that it enjoins fairness throughout the disk, but rather that it restrains flooding, and provides multiple delivery paths. TWIST finally seems achieving the best performance (97.5% in terms of success rate), keeps alive more particles, and the total amount of energy spared is comparable to that of MPFR. TWIST’s success is the reduction of the energy’s standard
Table 1. Comparative study of protocols PFR, EFPFR, MPFR and TWIST

<table>
<thead>
<tr>
<th>Parameters</th>
<th>PFR</th>
<th>EFPFR</th>
<th>MPFR</th>
<th>TWIST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Success Rate</td>
<td>69.5%</td>
<td>81.1%</td>
<td>88.9%</td>
<td>97.5%</td>
</tr>
<tr>
<td>Final Tot. Enrg.</td>
<td>20.227.374</td>
<td>29.652.830</td>
<td>42.289.624</td>
<td>39.323.864</td>
</tr>
<tr>
<td>Alive Particl.</td>
<td>7470</td>
<td>9199</td>
<td>9824</td>
<td>9895</td>
</tr>
<tr>
<td>Std. Dev. Energy</td>
<td>1845.47</td>
<td>1768.33</td>
<td>1275.97</td>
<td>1006.78</td>
</tr>
<tr>
<td>Mean Enrg.</td>
<td>2023</td>
<td>2965</td>
<td>4229</td>
<td>3932</td>
</tr>
<tr>
<td>Min Enrg.</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Max Enrg.</td>
<td>4862</td>
<td>4847</td>
<td>4862</td>
<td>4828</td>
</tr>
<tr>
<td>Mean Latency</td>
<td>29.03</td>
<td>28.47</td>
<td>26.22</td>
<td>38.38</td>
</tr>
</tbody>
</table>

deviation (see Fig. 3(d)). As expected, the only drawback TWIST faces is that its message’s delivery latency is significantly elongated.

7 Closing Remarks

Our future plan is to carry on the work on discovering the principles governing a good communication protocol for WSN’s. We aim at extending our investigations on instances where obstacles exist, and in the same time enhance our experimental findings with analytical proofs. Finally we plan to take further our research on the mechanisms that ensuring fairness and we will work with another important virtue: adaptability.
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Abstract. With the current progress in robot technology and related areas, sophisticated moving and sensing capabilities are at hand to design robots capable of solving seemingly complex tasks. With the aim of understanding the limitations of such capabilities, swarms of simple and cheap robots play an increasingly important role. Their advantages are, among others, the cost, reusability, and fault-tolerance. While it can be expected that for a variety of problems a wealth of robot models are proposed, it is rather unfortunate that almost all proposals fail to point out their assumptions explicitly and clearly. This is problematic because seemingly small changes in the models can lead to significant differences in the capabilities of the robots. Hence, a clean assessment of the “power of robot models” is dearly needed, not only in absolute terms, but also relative to each other. We make a step in this direction by explaining for a set of elementary sensing devices which of these devices (alone and in combination) enable a robot to solve which problems. This not only leads to a natural relation (and hierarchy) of power between robot models that supports a more systematic design, but also exhibits surprising connections and equivalences. For example, one of the derived relations between the robot models implies that a very simple robot (that cannot measure distances) moving inside a simple polygon can find a shortest path between two vertices by means of a sensor that detects for an angle at a vertex of the polygon whether it is convex. We give an explicit algorithm which allows the robot to find a shortest path.

1 Introduction

Nowadays, rapid technological innovation gives rise to new hopes and exciting possibilities for microrobots. For instance, camera sensors continuously become
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smaller, cheaper and provide images of higher quality. It is natural for robotics engineers to build sophisticated robots that use many of the available features. It is, however, not always clear that the more complex information gained from more sophisticated sensors is what a robot needs in order to solve a task at hand. For instance, the project SToMP (Sensors, Topology, and Minimalist Planning) of the University of Illinois investigates questions of this nature. The current understanding of robotics is not united in answering the question of which sensor is better for certain tasks. Giving all possible sensors/features to the robot may prevent scientists from asking such questions, but it does not come for free, and one has to justify the increased cost of building, memory usage, energy consumption, etc. Recently, Seth Teller gave a Plenary talk at IPSN on Darpa’s Self-Driving car Grand Challenge [1]. The car they built for the challenge was completely self-driving in a real-world traffic, with other robot cars, and several stunt drivers. The interesting aspect that Seth Teller pointed out was the “sensory overload”. Even with 40 CPUs packed in the trunk of the car, they could not keep up with all the information that the sensors were feeding, and it was also clear that most of the sensing information was not being used. While in this paper we stick with a purely theoretical point of view, this example shows that a fundamental research that identifies the “necessary and sufficient” sensing information for a task (such as driving) would be very valuable. It is therefore an important research question to understand the limitations and strengths of available features/sensors.

We take a step in this direction and try to understand what is the information (gained via sensors) that a robot necessarily needs to solve a certain task. We compare several sensors within the framework of simple robots in polygonal environments. Such sensors can be e.g. the capability to measure distances between visible vertices, or the capability to measure angles between visible vertices. We compare the resulting robot models with the aim to determine their computational strength. At this stage of our investigation we do not want to compare how effective the robots may be in dealing with a massive amount of data. Instead we base our comparison on the notions of “possibility” – we are only interested whether the considered robots can solve the same task, and we do not compare how much time, memory, energy, etc. the robots need to complete the task.

To give a concrete example, consider a polygonal maze with one exit and no holes, where every wall has a different color. There are three different simple robots placed in the maze. All robots can see the vertices and the walls of the polygonal maze. Robot A can additionally measure the distance between its position and a visible vertex, robot B can see the color of the wall, and knows the order of the colors as they appear on the boundary, and robot C can decide whether an angle between two visible vertices and its position is convex. These robots have seemingly very different level of sophistication. The task for the robots is to find the exit. This is of course an easy task as a robot can walk along the boundary and it eventually finds the exit. In this paper we prove that the three robots can do more: they can determine a Euclidean shortest path between their position and the exit of the maze. Even though this sounds
plausible for robot A, we think it is very surprising for the other robots that have no distance measuring capability. This motivates the need to understand the true strengths (and weaknesses) of idealized robots.

On the practical side and with the important growth of wireless sensor networks [2], a group of simple and small robots also offers an attractive and scalable architecture for large-scale collaborative deployment and exploration of unknown environments.

The remainder of the paper is organized as follows. We first relate our work and models to the existing literature. We then define the simple robot model we are dealing with, together with the class of sensors that we are going to consider. We define the relation stronger which is used in the subsequent sections to compare the resulting robot models. At the end we resolve the problem from our motivating example, namely, we show how a robot C, which can recognize whether an angle between two given visible vertices is convex, can find a shortest path in a polygon. Furthermore we show that robot B (which can “see the colors”) is “equivalent” to robot C and thus it can solve the maze problem, too.

Related Work. In this paper we study idealized robot models which are similar to the ones described in [3,4,5,6]. This class of robots has proved to be useful as the robots are able to solve involved geometrical problems like the Art Gallery Problem [3] or Pursuit-Evasion [5] despite their severe sensing limitations.

In the literature there have been other efforts to introduce a hierarchical description of robot models – see for example [7], which summarizes some of the recent work. The idea of understanding and comparing robots’ sensor-equipment and the underlying strength of resulting robots is not new. Donald [8] defines and studies among the first general concepts of hierarchies among robots. His work deals, analogously to our, with the problem of determining the information requirement of a robot to solve a task. He also introduces a general concept for comparing different robot models. The present analysis differentiates from the previous work in two main aspects. Firstly, instead of considering the universe of robots we focus on a specific class of robots. Each robot that we consider is derived from a single basic robot by equipping it with new devices of different sophistication. Such a restriction allows more precise and formal reasoning. Further, along with a hierarchy which represents the relative strengths of the robots, we study the absolute strengths of the robots. To do so, we try to understand which information about the environment can be extracted by each robot. In the considered model we also apply results of computational geometry and get to the information-theoretical core of sensors.

2 Definitions and Models

Polygons and Visibility. In this paper we deal exclusively with simply-connected polygons. A simply-connected polygon $P$ is the compact region of the plane bounded by a closed, non-self-intersecting polygonal curve, called the boundary
(or boundary curve) of $P$. We denote by $V(P) = \{v_0, \ldots, v_{n-1}\}$ the set of vertices of the boundary curve, which we assume are ordered counterclockwise (ccw). Every vertex $v_i$, $0 \leq i \leq n - 1$, is a point in the Euclidean plane. We assume, for simplicity of exposition only, that no three vertices lie on a line. Let $E(P) = \{e_0, \ldots, e_{n-1}\}$ be the edge-set of a polygon $P$, where an edge is the open segment $e_i = (v_i, v_{i+1})$, $i = 0, \ldots, n - 1$. All arithmetic operations on the indices of the vertices are to be understood modulo $n$. Let $P_n$ be the set of all simply-connected polygons on $n$ vertices in the Euclidean plane, and let $P$ be the set of all simply-connected polygons, i.e., $P = \bigcup_{n \geq 3} P_n$. Given two points $p_1$ and $p_2$ in the polygon, we denote by $p_1p_2$ the line segment between the two points. We say that $p_2$ is visible to $p_1$ in $P$ if $p_1p_2 \cap P = p_1p_2$ (note that the relation visible is symmetric). Two (mutually) visible vertices $v_i$ and $v_j$, $j \not\in \{i-1, i+1\}$ form a diagonal of $P$.

The visibility graph of a polygon $P$ is the (labelled) graph $G = (V, E)$ with $V = V(P)$ where two vertices are adjacent iff they are (mutually) visible in $P$. The vertex-edge visibility graph is a bipartite graph $G' = (V', E')$ with $V' = V(P) \sqcup E(P)$ where two vertices $v \in V(P)$ and $e \in E(P)$ are adjacent in $G$ iff $v$ is visible to at least a point of the edge $e$ in $P$.

A Robot Hierarchy. The set of problems that we are interested in is defined by the universe of mappings $f : P \times I \rightarrow O$, where $I$ denotes the set of inputs (additional to the polygon) and $O$ the set of outputs, respectively. Instead of using a more classical Turing machine as a computational model to solve the aforementioned problems, we use robots. An instance of a problem $f$ is defined by a pair $(P, I)$, where $P \in P$ and $I \in I$. Given a problem $f$, a robot is said to be able to solve $f$ if, given any instance $(P, I)$ of the problem $f$, a robot $R$ that moves according to its deterministic specifications in the polygon $P$ returns a solution $O \in O$ which (1) is independent of the vertex where the robot is initially located, (2) fulfills $O = f(P, I)$, and (3) needs a finite number of movements of the robot. For example, consider the problem of determining the euclidean shortest path between two vertices $s$ and $t$ of a polygon $P$ (on $n$ vertices), which lies entirely inside $P$. We set $I = \mathbb{N}^2$, which represents the choice of $s$ and $t$, $O = \bigcup_{P \in P} \{\text{set of all polygonal paths in } P\}$ and $f$ is the map that given a polygon $P$ and two vertices of $P$ returns a shortest path inside $P$ between those two vertices.

In this paper we consider a robot as a computational model for problems in polygons. Robots are characterized by given features and limitations, which define a robot model[1] – we denote by $\mathcal{R}$ the set of all robot models that operate in polygons. For a robot model $R \in \mathcal{R}$ we want to identify the set of problems that a robot can solve. Accordingly we define a partial order on the set of robot models. We say that a robot $R_1$ is at least as strong as the robot $R_2$ – denoted $R_2 \preceq R_1$ – if $R_1$ can solve all the problems that $R_2$ can solve. We say that $R_1$ is

---

[1] When this is not misleading, we often do not distinguish the concepts of a robot and a robot model.
strictly stronger \((R_2 \precsim R_1)\) if additionally there is a problem that \(R_1\) can solve but \(R_2\) cannot. \(R_1\) and \(R_2\) are equivalent, if \(R_1 \preceq R_2\) and \(R_2 \preceq R_1\).

**Robot Models.** All considered robot models of this paper are extensions of a basic robot model – the *simple combinatorial robot* (the definition follows), which provides elementary motion and vision capabilities. We model additional sensing capabilities by *devices* which can be “mounted” onto the basic robot. Any set of devices derives a new robot model from the basic robot. We define the considered devices after the introduction of the basic robot.

The *simple combinatorial robot* has very basic sensing and motion capabilities. We assume that the robot is placed on a vertex of a polygon \(P\). The robot possesses a sense of *handedness*. It can locally distinguish its immediate “left” and “right”: a robot at vertex \(v_i\) distinguishes \(v_{i-1}\) as the “left” neighbor and \(v_{i+1}\) as the “right” neighbor. In general, a robot at vertex \(v\) gets the following information about the environment. The sensory system scans the surroundings counterclockwise from the right neighbor of \(v\). This produces an ordered list of visible vertices (including \(v\) itself), starting with the right neighbor of \(v\) and ending with the left neighbor and the vertex \(v\). The vertices are visually indistinguishable to the robot (they are unlabelled). Hence, the robot cannot in general recognize a vertex, that is, cannot detect whether a vertex seen from one location is the same as another vertex seen from another location. The sensing process produces the so called *combinatorial visibility vector* (cvv for short) of the vertex \(v\). The cvv is a binary vector encoding the presence of edges between the visible vertices. The \(i\)th component of cvv is 1 if between the \((i-1)\)st and \(i\)th visible vertex there is a polygonal edge, and it is 0 if there is a diagonal (see Fig. 2 for an example).

The motion ability is likewise very limited. The robot picks a destination among the visible vertices and moves on a straight line – along a polygonal edge or diagonal – until the destination is reached. Thus, if the robot does not move, it stands on a vertex of \(P\). During the motion no sensing is possible.

Our focus is to study the possibility issues of the simple robots equipped with various devices. Therefore we assume that the robot has an unbounded computational power and an infinitely large memory with arbitrary precision. We note that the simple combinatorial robot has the sensory and motion systems similar to the robots studied in [3].

We consider the following, some of the most common devices in robotics.

**Pebble.** A *pebble* is a device that is used for marking the vertices. The robot can drop the pebble at the vertex of the robot’s position, and can recollect it again for further use. If the vertex with the pebble is visible to the robot’s position, the robot sees the vertex as marked, and distinguishes this from the other vertices. The most important implication of this is the following. Suppose that the robot is on the vertex \(v_i\), leaves the pebble at this vertex and moves to the vertex \(v_j\). There, at vertex \(v_j\), the robot can determine the relative position of \(v_i\) in the robot’s cvv.

**Angle-Measuring Device, Length-Measuring Device.** Suppose that a robot is on vertex \(v_i\) and that two vertices \(v_j\) and \(v_k\) are visible from \(v_i\).
Let us assume, w.l.o.g., the positions of $v_j$ and $v_k$ in the cvv of $v_i$ are $j'$ and $k'$, respectively, $j' < k'$. Upon a request for the angle between the visible vertices $j'$ and $k'$ of the cvv, the angle-measuring device returns the exact angle $\angle v_j v_i v_k$, i.e. the angle that “lies” entirely inside the polygon. Analogously, the length-measuring device measures the distance between the robot’s current location and a chosen visible vertex.

**Reflexity Detector.** The reflexity detector is similar to the angle-measuring device but instead of providing the size of the angle it merely decides whether the angle is convex or reflex, i.e., whether the angle is smaller, respectively bigger, than 180 degrees.

**Compass.** The north-direction is a consistent reference direction in the polygon and is parallel to the $y$-axis in the coordinate system of the polygon. The compass enables the robot to measure the angle formed by the north-direction, the robot’s current location and a chosen visible vertex.

**Oracle.** An oracle $\Omega$ is a (possibly non-deterministic) “black-box” device that can answer pre-specified questions posed by the robot. An oracle has perfect knowledge of the universe (the polygon, the robot’s position, history of movements, etc.). Note that the other devices can all be seen as oracles.

The labeller oracle $\Omega_l$ answers the following type of questions. The query to the oracle is a component $i$ of the cvv of $v$. If the component is 1 then the oracle reports the (global) label $k$ of the corresponding edge $e_k$, i.e., the edge between the $(i-1)$st and $i$th visible vertex from $v$. If the component is 0, then the oracle reports the label of the edge that is partially visible behind the corresponding diagonal. This is the first edge that is intersected by the line that emanates from the vertex $v$ and passes through the $(i-1)$st visible vertex of $v$ (see Fig. 1). Note that the line that emanates from $v$ and passes through the $i$th visible vertex intersects the same edge.

![Fig. 1. Partially visible edge $e_i = (v_i, v_{i+1})$ from vertex $v_0$](image)

We investigate some interesting combination of devices. In the following table we name the considered robot models and the devices that specify them.
3 Combinatorial Structures of a Polygon

All robots of our interest have limitations in the motion and sensing capabilities, but no limits on their computational power or memory size. In that respect an ability of a robot to solve a problem is closely related to the ability of building a good representation of the environment. The goal of this section is to characterize, where possible, the information that a robot can extract from a polygon – its map. To do so, we compare according to the aforementioned complexity hierarchy the robot models with the so called delphic robot. The delphic robot has the conceptually unbounded computational unit and the memory of the simple combinatorial robot but it can neither sense the environment nor move. For the comparison we characterize the delphic robot by a specific oracle $\Omega$. The nature of the oracle will help us understand the type of information that the compared robot can extract from the polygon.

**Theorem 1.** The explorer is equivalent to the delphic robot with the oracle that returns the visibility graph of the polygon.

**Proof.** [3] shows that the explorer can build the visibility graph of a polygon. For the other direction, note that the cvv of every vertex can be read from the visibility graph, and also the information about a placed pebble (since the visibility graph is labelled).

Using the same arguments, one can show that a simple robot with more pebbles is equivalent to the explorer. In a similar way one can also prove the following theorem.

**Theorem 2.** The labeller is equivalent to the delphic robot with the oracle that returns the visibility graph and the vertex-edge visibility graph of the polygon.

[9] shows that if no three vertices of the polygon are on a line, the visibility graph of a polygon can be computed from the vertex-edge visibility graph. This is not true in general otherwise.

To study the strengths of the surveyor, which seems to be a very strong robot, we introduce an oracle $\Omega_s$. Let $\mathcal{A}$ be the set of orientation-preserving similarity transformations of the plane. When queried, $\Omega_s$ returns the sequence

---

2 Reflexer is the robot C of the introduction.
3 Using colors to label edges, we see that labeller is the robot B of the introduction.
4 Delphi is known for the oracle at the sanctuary that became dedicated to Apollo during the classical period.
5 An orientation-preserving similarity transformation is a point-to-point mapping of the plane which is a composition of scalings and rotations followed by a translation.
\((v'_0, \ldots, v'_{n-1})\), where \(v'_i\) is the image (i.e. the coordinates) of the vertex \(v_i\) according to a mapping \(m \in A\), where \(m\) is fixed (independent of the query) and unknown to the robot.

**Theorem 3.** The surveyor is equivalent to the delphic robot that is equipped with the oracle \(\Omega_s\).

**Proof.** First observe that the surveyor can build the visibility graph of the polygon because it is an extension of the explorer and hence can easily navigate in the polygon \(P\) (move from a desired vertex to another).

Let the delphic robot have an instance of the oracle \(\Omega_s\) that uses a map \(m \in A\). Consider now the surveyor. Pick a triangulation \(T\) of \(P\) and take an edge \(e\) of \(T\) which corresponds to an edge or a diagonal of \(P\) with endpoints \(u\) and \(v\). The robot assigns arbitrary (distinct) coordinates to \(u\) and \(v\) to start building a representation of \(P\). Take a vertex \(w\) that induces a triangle with \(e\) in \(T\). The robot can measure perfectly the angles \(\angle(u, v, w), \angle(v, w, u), \angle(w, u, v)\). This leaves exactly two points of the plane where \(w\) can be placed to represent correctly the angles of \(P\). The handedness of the robot cuts down the number of options to one. It is easy to see that by further following the triangulation \(T\) the remaining vertices of \(P\) are placed uniquely. Hence the coordinates of the representation of \(P\) of the robot are equal to the image of the true coordinates of \(P\) under a (unknown) map \(m' \in A\). Note that this map is fully specified by the coordinates of the vertices \(u, v\). This shows that the surveyor can simulate the oracle \(\Omega_s\). For the other direction observe that the angles that the delphic robot measures in the representation generated by the oracle are equal to the respective angles measured by the surveyor.

Suppose that we enrich the capabilities of the surveyor. In addition to the angle-measuring device, we endow the surveyor with either a length-measuring device or a compass (or both). By literally repeating the previous proof, we can easily see that such a robot builds a more accurate representation of the polygon. In other words, the enriched surveyor is equivalent to the delphic robot endowed with the same oracle \(\Omega_s\), but the set of geometric transformations which may be used by the oracle is smaller – the length-measuring device prevents the oracle to pick a transformation that involves a scaling while the compass prevents rotations. By again arguing with a triangulation of the polygon, it becomes evident that the length-measuring device can simulate the angle-measuring device. Obviously, the opposite direction does not hold.

We note that the angle-measuring device can be simulated by the compass and that the pebble can be simulated by the combination of the compass and the length-measuring device. To see the latter, notice that a robot equipped with the compass and the length-measuring device can simulate a polar coordinate system and hence give coordinates to the vertices that coincide with the true coordinates up to a translation. If coordinates are given, the robot can operate with labelled features and hence a pebble can be easily simulated.
4 A Robot Hierarchy

In this section we want to precisely investigate the relationships between the different robots. Trivially, “simple combinatorial robot $\leq$ explorer”.

**Theorem 4.** The explorer is strictly stronger than the simple combinatorial robot.

**Proof.** We show that the simple combinatorial robot cannot solve a problem that is trivial for the explorer: count the vertices of a polygon. Consider the two polygons depicted in Fig. 2. The polygon $P_1$ is only partially drawn. Easy geometric arguments show that $P_1$ can be extended to an arbitrary size with the property that vertices with cvv $(1, 0, 0, 1)$ and $(1, 1, 0, 1, 0, 1, 1)$ alternate along the boundary (on both sides). If $P_1$ is made large enough, then its middle part, i.e. the portion of the polygon specified by all the vertices except for those with maximal and minimal $x$-coordinate, “looks like” the polygon $P_2$. Let us make this precise. The middle part of $P_1$ and of $P_2$ are composed by vertices of two different cvv’s: $c_1 = (1, 0, 0, 1)$ and $c_2 = (1, 1, 0, 1, 0, 1, 1)$. Moreover, take two vertices $v \in V(P_1)$ and $w \in V(P_2)$ with the same cvv. If we move to the $i$th visible vertex in both cases, we get to two vertices $v', w'$, respectively, such that again $\text{cvv}(v') = \text{cvv}(w')$ holds. Provided that $P_1$ is large enough and $v$ is chosen “in the middle” of $P_1$, this observation can be repeated a finite number of times.

Suppose that there is an algorithm $A$ for a simple combinatorial robot to count the vertices of a polygon. Let the robot sitting on a vertex of type $c_i$, $i = 1, 2$, of $P_2$ execute $A$. The robot will report 10 after moving a finite number of times — say $t$ times. By the above argument, if we place the robot on a middle vertex of

![Fig. 2. $P_1$ and $P_2$ are the polygons used in the proof of Theorem 4](image-url)
type $c_t$ of $P_1$, it will visit the same sequence of vertices as in the execution in $P_2$, because it makes decisions only according to the sequence of cvv’s of the visited vertices. Thus it reports 10 after exactly $t$ steps – this is a contradiction. 

**Theorem 5.** We have “explorer $\nless$ labeller”.

Labeller is obviously at least as strong as the explorer. To see that it is strictly stronger take for instance the problem of deciding if a given vertex is convex or reflex. [3] shows that the explorer cannot solve this problem in general, whereas [9] shows that the vertex-edge visibility provides this information.

The next result is more surprising.

**Theorem 6.** Labeller and reflexer are equivalent.

**Proof.** As both robots are at least as strong as the explorer, both can build the visibility graph of the polygon.

We first prove that “labeller $\nleq$ reflexer”. To do so, we show that reflexer can use its capabilities to simulate labeller’s oracle, i.e., we want to show that reflexer can identify the endpoints of every (partially) visible edge of the polygon. This is obvious if an edge $e_i$ is *totally visible*, i.e., if both the vertices $v_i, v_{i+1}$ are visible from the robot’s current position – w.l.o.g. $v_0$. In this case the reflexer sees the endpoints, too, and thus can read the labels of the vertices, and hence the label of the edge, from the visibility graph.

Thus we concentrate on the case where the reflexer sees only a portion of the edge $e_i$. The edge $e_i$ thus corresponds to a 0 (a diagonal) in the robot’s cvv – let $v_jv_{j'}$ be this diagonal (the robot knows the labels $j$ and $j'$ from the visibility graph). The visible part of $e_i$ is determined by the cone defined by the lines $v_0, v_j$ and $v_0, v_{j'}$. See Fig. 1 for illustration. The robot first checks whether it sees one endpoint of $e_i$, i.e., whether $v_i = v_j$ or $v_{i+1} = v_{j'}$. The case $v_i = v_j$ happens iff the vertex $v_{j+1}$ lies left of the line $v_0, v_j$, i.e., iff the angle $\angle v_0 v_j v_{j+1}$ is convex. Similarly, $v_{i+1} = v_{j'}$ happens iff the vertex $v_{j'-1}$ lies right of the line $v_0, v_{j'}$, i.e., iff the angle $\angle v_{j'-1} v_{j'} v_0$ is convex. In such a case reflexer can easily identify the labels of the endpoints of $e_i$.

It remains to consider the case when the robot does not see $v_i$ and $v_{i+1}$ from $v_0$. Thus, $v_i$ lies to the right of the line $v_0, v_j$ and $v_{i+1}$ lies to the left of the line $v_0, v_{j'}$ (see Fig. 1). Observe that this is the only visible edge between $v_j$ and $v_{j'}$ with this property. Thus, it follows trivially, $e_i$ is the only visible edge which has one endpoint to the right of $v_0, v_j$ and the second endpoint to the left of $v_0, v_j$. The robot then moves to $v_j$ and checks whether it sees from $v_j$ an edge where one endpoint $v_k$ is to the right of $v_0, v_j$ (again, this can be done by deciding whether the angle $\angle v_0 v_j v_k$ is reflex) and the second endpoint $v_{k+1}$ is to the left of $v_0, v_j$. If it cannot find such an edge, the edge $e_i$ (which is still partially visible from $v_j$; actually, a bigger portion is visible) forms the background of some diagonal in the robot’s cvv. It is easy to identify which diagonal it is – the only diagonal formed by vertices $v_k$ and $v_{k'}$ for which $v_k$ lies to the right of the line $v_0, v_j$ and $v_{k'}$ lies to the left of the line $v_0, v_j$. We have been in our analysis in this situation already – the robot now checks whether it sees one endpoint of
\(e_i\), i.e., whether \(v_i = v_k\) or \(v_{i+1} = v_{k'}\). If yes, we are done, otherwise we proceed recursively: the edge \(e_i\) has its endpoints on the two sides of the cone formed by the lines \(v_j, v_k\) and \(v_j, v_{k'}\), and it is the only edge between \(v_k\) and \(v_{k'}\) with this property. Thus, the robot can move to \(v_k\) and perform the whole procedure again. This recursive approach has to stop, as the distance between \(k\) and \(k'\) is getting smaller in every step, and eventually \(v_k = v_i\).

We now prove that “reflexer \(\preceq\) labeller”. Recall that by Theorem 2, labeller is already able to decide the type of an angle specified by three consecutive vertices. Consider the angle \(\vartheta = \angle v_i v_j v_k\) and for simplicity assume that \(1 \leq i < j < k \leq n\). \(\vartheta\) is convex iff one of the edges \(e_j, e_{j+1}, \ldots, e_{k-1}\) are partially visible to \(v_i\). To see this, assume first that \(k - j = 1\) and that \(\vartheta\) is reflex. Then \(v_i\) cannot see \(e_j\) because it is hidden by \(v_j\). Conversely suppose that \(\vartheta\) is convex. Then by the assumption that the boundary curve is non-selfintersecting, \(v_i\) must be able to see a portion of \(e_j\). The general claim follows by noting that \(v_i\) can see a portion of the diagonal \(v_j v_k\) if and only if it can see a portion of one of the claimed edges. \(\square\)

5 Equivalent Robots: An Example

O’Rourke and Streinu [9] showed that the vertex-edge visibility graph provides enough information to determine the Euclidean shortest path between two points in a polygon (and also a shortest path tree from a given vertex). In the previous sections we have proved that reflexer is equivalent to labeller and that labeller is equivalent to the delphic robot that has access to the vertex-edge visibility graph. Hence we know that reflexer can compute a shortest path between two vertices of the polygon as well. A way for reflexer to do this is to follow the reduction to labeller and simulate the labeller’s algorithm. This may not always lead to an intuitive algorithm for a problem. In this section we solve the shortest-path problem by reflexer directly, and present an algorithm that exploits naturally reflexer’s features – deciding the convexity of any angle induced by two visible vertices and the robot’s position.

To this end, we exploit the following structural theorem about paths in polygons. A **polygonal path** is a path induced by a sequence \(l_1, l_2, \ldots, l_k\) of points in the plane – it starts at a vertex \(l_1\) and always connects by a straight line to the next vertex of the sequence. We look only at polygonal paths that are entirely included in the polygon \(P\) and with \(\{l_1, \ldots, l_k\} \subset V(P)\). An **internal angle** of a polygonal path at vertex \(l_i\), \(1 < i < k\), is the angle between the lines \(l_i l_{i-1}\) and \(l_{i+1} l_{i+1}\), that lies entirely inside \(P\).

**Theorem 7.** Let \(P\) be a simply-connected polygon and \(s, t \in V(P)\). Then there is a unique polygonal \(s - t\)-path that turns at vertices of the polygon for which every internal angle is reflex. This path is the unique shortest \(s - t\)-path in \(P\).

Lee and Preparata [10] showed that the shortest \(s - t\)-path in a polygon is unique and has the claimed property. Nevertheless, we present a new proof because it is slightly simpler and additionally shows that no other \(s - t\)-path that turns at vertices of the polygon with reflex internal angles exists.
Fig. 3. The picture depicts a polygon with a shortest $s - t$-path. Note that all internal angles are reflex.

Proof. Figure 3 illustrates the situation of the theorem. It has already been proved in the literature that a shortest path between any two points in a polygon is a polygonal path that turns at vertices of the polygon [11]. Furthermore, it is not difficult to see that every shortest path has only reflex internal angles (i.e., angles bigger than 180 degrees): suppose that an internal angle $\angle l_{i-1}l_ii_{i+1}$ of a shortest (polygonal) path is convex. Then the general position assumption of the polygon implies that $l_i$ can be moved slightly in the direction of the bisector of the angle $\angle l_{i-1}l_i l_{i+1}$ such that the new path does not cross the polygonal boundary. Obviously the newly created path is shorter (see Fig. 4), which contradicts our assumption. A more careful analysis shows that the general position assumption is not necessary (we omit the analysis here due to space limit).

Fig. 4. The shortest path in a simple polygon has all its internal angles reflex

We now show that there is a unique polygonal $s - t$-path with all internal angles being reflex. This then shows that it has to be a shortest $s - t$-path.

Suppose for contradiction that we can find two distinct polygonal $s - t$-paths $L_1, L_2$ such that all their internal angles are reflex. Let $p$ be the first vertex on $L_1$ from which the two paths differ, and let $q$ be the first point on $L_1$ after $p$, where the two paths meet again (notice that $q$ does not have to be a vertex of $P$). Let $L'_1$ and $L'_2$ be the induced sub-paths of $L_1$ and $L_2$, respectively, between $p$ and $q$. Observe that $L'_1, L'_2$ induce a closed curve $C$. Observe also, that the region enclosed by $C$ is completely inside the polygon.
Let $Q$ be the polygon which is defined by the convex hull of the nodes of $C$. Note that $Q$ has at least three vertices and that all vertices other than $p$ and $q$ are vertices of $P$. The situation is depicted in Fig. 5. As $L_1'$ and $L_2'$ lie in $Q$, the internal angle of any vertex of $L_1'$ or $L_2'$ is at most the respective angle of the polygon $Q$. However, the angles of $Q$ are all convex, so every internal angle of a vertex of $L_1'$ and $L_2'$ must be convex. Thus there is a vertex $w$ of a path $L_1'$ or $L_2'$ not equal to $p$ and $q$ such that the internal angle of $w$ is convex. This vertex induces the same convex angle in the whole path ($L_1$ or $L_2$), which means there is a convex internal angle in one of those paths, a contradiction. \[\Box\]

The new insight of Theorem 7 is that a polygonal $s - t$-path that turns only at polygonal vertices with reflex internal angles is unique. To find a shortest $s - t$-path in a polygon $P$, the reflexer can just find the unique polygonal $s - t$-path with only reflex internal angles. We describe an algorithm for reflexer that builds a shortest-path tree of $P$ rooted at $s$. The robot starts at $s$ and connects $s$ with all visible vertices to begin the construction of the shortest-path tree $T$. The robot then proceeds iteratively: it goes to every leaf $l$ of $T$ and for every visible vertex $v$ from the leaf the robot checks whether the angle between the predecessor of the leaf and $v$ is reflex. If yes, it connects $v$ to $l$ in $T$. The following invariant follows easily from Theorem 7 and is maintained at any time of the algorithm: (i) The path in $T$ from $s$ to any vertex of $T$ is the shortest path between the vertices in $P$, (ii) and $T$ is a tree. It is not difficult to see that at the end $T$ contains all vertices of $P$, and thus $T$ is a shortest-path tree of polygon $P$.

The surprising fact is that to determine the Euclidean shortest path in a polygon we do not measure lengths. We remark that in multiply-connected polygons paths composed by reflex vertices are not unique in general (and have not the same length). Theorem 7 settles the intriguing example of the introduction.

As discussed above, the explorer is not able to recognize whether a vertex is convex or reflex. Subsequently the explorer is not capable in general of determining the Euclidean shortest path between two vertices in a polygon. If an algorithm for this problem would exist, then the explorer could easily exploit it to determine the type of the vertex $v_i$: $v_i$ is reflex if and only if the shortest path between $v_{i-1}$ and $v_{i+1}$ goes through $v_i$. 
Corollary 1. The explorer cannot determine in general the Euclidean shortest path between two vertices of a polygon.

References

Deployment of Asynchronous Robotic Sensors in Unknown Orthogonal Environments*

Eduardo Mesa Barrameda\textsuperscript{1}, Shantanu Das\textsuperscript{2}, and Nicola Santoro\textsuperscript{3}

\textsuperscript{1} Universidad de La Habana, Cuba  
eduardomesa@matcom.uh.cu  
\textsuperscript{2} ETH Zurich, Switzerland  
shantanu.das@inf.ethz.ch  
\textsuperscript{3} Carleton University, Canada  
santoro@scs.carleton.ca

Abstract. We consider the problem of uniformly dispersing mobile robotic sensors in a simply connected orthogonal space of unknown shape. The mobile sensors are injected into the space from one or more entry points and rely only on sensed local information within a restricted radius. Unlike the existing solution, we allow the sensors to be asynchronous and show how, even in this case, the sensors can uniformly fill the unknown space, avoiding any collisions and without using any explicit communication, endowed with only $O(1)$ bits of persistent memory and $O(1)$ visibility radius. Our protocols are memory- and radius- optimal; in fact, we show that filling is impossible without persistent memory (even if visibility is unlimited); and that it is impossible with less visibility than that used by our algorithms (even if memory is unbounded).

1 Introduction

The Framework: An important problem for wireless sensor systems is the effective deployment of the sensors within the target space $S$. The deployment must usually satisfy some optimization criteria with respect to the space $S$ (e.g., maximize coverage). In case of static sensors, they are usually deployed by external means, either carefully (e.g., manually installed) or randomly (e.g., dropped by an airplane); in the latter case, the distribution of the sensors may not satisfy the desired optimization criteria.

If the sensing entities are mobile, as in the case of mobile sensor networks, vehicular networks, and robotic sensor networks, they are potentially capable to position themselves in appropriate locations without the help of any central coordination or external control. However to achieve such a goal is a rather complex task, and designing localized algorithms for efficient and effective deployment of the mobile sensors is a challenging research issue.

We are interested in a specific instance of the problem, called the Uniform Dispersal (or Filling) problem, where the sensors have to completely fill an unknown
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space $S$ entering through one or more designated entry points called *doors*. In the process, the sensors must avoid colliding with each other, and must terminate (i.e., reach a quiescent state) within finite time. The space $S$ is assumed to be simply connected (i.e., without holes), and orthogonal, i.e. polygonal with sides either parallel or perpendicular to one another (e.g., see Figure 1). Orthogonal spaces are interesting because they can be used to model indoor and urban environment.

We wish to study the problem from an algorithmic point of view, focussing on the minimum capabilities required by the sensors in order to effectively complete this task. We consider this problem within the context of robotic sensors networks: the mobile entities rely only on sensed local information within a restricted radius, called *visibility range*; when active they operate in a *sense-compute-move* cycle; and usually they have no explicit means of communication.

**Existing Results:** The problem of deployment of mobile sensor networks has been studied by several authors and continues to be the subject of extensive research; e.g., see [7,8,9,10,13,16,22]. Most of the work is focused on the uniform self-deployment problem; that is, how to achieve uniform deployment in $S$ (usually assumed to be polygonal) starting from an initial random placement of the sensors in $S$. The uniform dispersal problem, studied here, has been previously investigated by Howard et al. [9]: sensors are deployed one-at-a-time into an unknown environment, and each sensor uses information gathered by previously deployed sensors to determine its deployment location.

The robotic sensor networks, studied in this paper, have been and continue to be the object of extensive investigations both from the control and the computing point of view (e.g., [13,14,15,16,17,18,19,20,21]; see [2,18] for recent surveys). A crucial difference between robotic sensor networks and traditional wireless sensor networks is in the determination of an entity’s neighbours. In robotic sensor networks, the determination of one’s neighbours is done by sensing capabilities (e.g., vision): any sensor in the sensing radius is detected even if inactive. On the other hand, in traditional wireless sensor networks, determination of the neighbours is achieved by radio communication; since an inactive sensor does not participate in any communication, the simple activity of determining one’s neighbours, to be completed, requires the use of randomization or the presence...
of sophisticated synchronization and scheduling mechanisms (e.g., [15,17]). Both problems, \textit{uniform self-deployment} and \textit{uniform dispersal} have been studied for robotic sensor networks.

The \textit{uniform self-deployment} problem for robotic sensor networks has been studied recently, and localized solution algorithms have been developed when the space $S$ is a \textit{line} (e.g., a rectilinear corridor) [3], and when it is a \textit{ring} (e.g., the boundary of a convex region) [4]. The proposed solutions operate even if the sensors are very weak; indeed they are \textit{anonymous} (i.e., indistinguishable), \textit{oblivious} (i.e., without any recollection of computations and actions performed in the previous activity cycles), \textit{asynchronous} (i.e., when the time between successive activity cycles is finite but unpredictable), and are \textit{communication-free} (i.e., they use no explicit form of communication).

The \textit{uniform dispersal} problem for robotic sensor networks, in which the sensors are injected one-at-a-time into the unknown environment $S$, has been introduced and investigated by Hsiang et al.[11]. Their results are based on an ingenious follow-the-leader technique where each sensor communicates with the one following it and instructions to move are communicated from predecessor to successor. The sensors are anonymous but they need some \textit{persistent memory} to remember whether or not is a leader and the direction of its movement. Since the algorithm uses only $O(1)$ bits of working memory in total, computationally the sensors can be just \textit{finite-state machines}. In addition to requiring explicit communication, the solution of [11] makes the strong assumption that the sensors operate \textit{synchronously}, which allows perfect coordination between the sensors.

This fact opens a series of interesting questions on the capabilities needed by the sensors to achieve uniform dispersal in orthogonal environments. In other words, how “weak” the sensors can be and still be able to uniformly disperse? In particular: is persistent memory needed? can the task be performed if the sensors are asynchronous? is explicit communication really necessary? In this paper we consider precisely these questions and provide some definite answers.

\textbf{Our Results:} We identify intrinsic limitations on the type of memory and the visibility radius of needed by asynchronous sensors to solve the uniform dispersal problem for any simply connected orthogonal space whose shape is a priori unknown. We then show that these results are tight; in fact we present protocols and prove that they solve the problem while meeting these limitations, and without using explicit communication.

We first consider the case of \textit{a single door}. We show that oblivious sensors can not deterministically solve the problem, even if they have unlimited visibility. We then present (in section 4) an algorithm for solving the problem in the case of single door with asynchronous identical sensors having persistent working memory of only two bits and a visibility radius of just one unit.

For the case of \textit{multiple doors}, we prove that asynchronous sensors can not solve the problem if the visibility radius is less than two units, even if they

\footnote{There is one leader for each door.}
have unbounded memory. On the other hand, even with unbounded visibility and memory, the problem is still unsolvable if the sensors are identical. Thus, we assume that sensors entering the space from different doors have different colors (i.e. they are distinguishable). We prove that under this assumption, the problem can be solved with sensors having visibility radius two and constant (persistent) memory. The proof is constructive: we present the radius-optimal and memory optimal distributed algorithm for achieving this (in section 5).

Let us stress that, in our algorithms sensors use only constant memory; hence, they can be simple finite-state machines like in [11]. Unlike those in [11], our algorithms work for the asynchronous case; hence they are robust against occasional stalling of the sensors.

2 Model, Definitions and Properties

2.1 Sensors and Dispersal

The space to be filled by the sensors is a simply connected orthogonal region \( S \) that is partitioned into square cells each of size roughly equal to the area occupied by a sensor. Simply connected means that it is possible to reach any cell in the space from any other cell and there are no obstacle surrounded completely by cells belonging to the space.

The system is composed of simple entities, called sensors, having sensory and locomotion capabilities. The entities can turn and move in any direction. The sensory devices on the entity allows it to have a vision of its immediate surrounding; we assume the sensors to have restricted vision up to a fixed radius around it\(^2\). Even if two sensors see each-other, they do not have any explicit means of communicating with each-other. Each sensor functions according to an algorithm preprogrammed into it. The sensors have a \( O(1) \) bits of working memory, and they have a local sense of orientation (i.e., each sensor has a consistent notion of “up-down” and “left-right”);

If two sensors are in the same cell at the same time then there is a collision. The algorithm executed by the sensors must avoid collisions (e.g., to prevent damage to the sensor or its sensory equipment).

The sensors enter the space through special cells called doors [11]. A door is simply a cell in the space which always has a sensor in it. Whenever the sensor in the door moves to a neighboring cell, a new sensor appears instantaneously in the door. A sensor may not distinguish a door cell from an ordinary cell, using its sensory vision.

During each step taken by a sensor, the sensor first looks at its surrounding (up to its visibility radius) and then based on the rules of the algorithm, the sensor either chooses one of the neighboring cells to move to, or decides to remain stationary. Each step is atomic and during one step a sensor can only move to a neighboring cell. However, since the sensors are asynchronous, an arbitrary amount of time may lapse between two steps taken by a sensor.

\(^2\) A visibility radius of one means that the robot sees all eight neighboring cells.
The problem to be solved is that of uniform dispersal (or filling): within finite time, the entire space must be filled, i.e., every cell of the space is occupied by a sensor; furthermore the system configuration at that time must be quiescent, i.e., no sensor moves thereafter. The goal is to design a protocol $P$, the same for all sensors, that specifies which operations a sensor must perform whenever it is active, and that will always correctly within a finite time and without collisions lead the system to a quiescent configuration where the entire space is filled.

2.2 Space Representation and Properties

Let $A = A_y \times A_x$ be the smallest rectangular area containing the space $S$. We consider a partition of the area $A$ into pixels $p_{i,j}$, $1 \leq i \leq r$, $1 \leq j \leq c$ where $r = A_y/q$, $c = A_x/q$ and $q$ is the length of each cell in the space. Thus, some of the pixels (called valid pixels) correspond to the cells in the space while the other pixels represent obstacles. We represent the structure of the space $S$ in the form a graph $G = (N, E)$ defined as follow:

- Each column of the space is partitioned into segments of consecutive valid pixels ended by an obstacle in both extremes and numbered from top to down.
- Each segment is a node of $G$. We denote by $l^k_j \in N$ the node corresponding to the $k$-th segment of column $j$.
- We denote by $d_{p^k_j}$ the bottom-most pixel of the segment $l^k_j$.
- There is an edge $(l^k_j, l^k_{j'}) \in E$ if and only if:
  - (a) $j = j' + 1$ or $j = j' - 1$ and
  - (b) There is a pixel $p_{i,j'} \in l^k_{j'}$ neighbor to $d_{p^k_j}$ or there is a pixel $p_{i,j} \in l^k_j$ neighbor to $d_{p^k_{j'}}$.

The following propositions are easy to verify.

**Proposition 1.** If $l^k_j$ and $l^k_{j'}$ are two distinct nodes of $G$ then there is at most one edge between them.

**Proposition 2.** Two nodes $l^k_j$ and $l^k_{j'}$ have neighboring pixels if and only if there is an edge $(l^k_j, l^k_{j'}) \in E$ between them.

**Proposition 3.** The graph $G$ is connected.

**Proposition 4.** The graph $G$ is acyclic.

If there is an edge $(l^k_j, l^k_{j'})$ such that the bottom-most pixel $d_{p^k_j} = p_{i,j}$ of $l^k_j$ is a neighbor of the pixel $p_{i,j'} \in l^k_{j'}$, we say that $p_{i,j}$ is the entry point from $l^k_j$ to $l^k_{j'}$ and $p_{i,j'}$ is the entry point from $l^k_{j'}$ to $l^k_j$. 
Fig. 2. (a) and (b) are indistinguishable configurations. (c) to (d) are allowable configurations; (e) is an unavoidable configuration.

3 Impossibility Results

We first show that the sensors must have some persistent memory of the past, for solving the filling problem successfully.

Theorem 1. The filling problem cannot be solved by oblivious sensors, even if they have unbounded visibility. This result holds even if there is only a single door.

Proof. Consider the space consisting of a single line of $n = 2m + 1$ pixels of which one of them is a door. By contradiction, let $P$ be a correct filling protocol. Since the sensors have no memory of past, each step taken by a sensor depends only on the current configuration (i.e. which cells are filled and which are empty). We can represent each empty cell by 0 and each filled cell by 1; the door would be represented by $D$; however note that it is not distinguishable from a filled cell. A configuration can thus represented by the sequence $<d_1...d_n>$ of the the values of the cells left-to-right. If algorithm $P$ is correct then the penultimate configuration (i.e., the final configuration before the space is completely filled), must have exactly one empty cell and this cell should be adjacent to the door. So, if the door is the leftmost cell then the only possible final configuration is $<D011111...>$. Notice that this is indistinguishable from the configuration $<10D111111...>$ and the algorithm must make the same move in both cases. In the former situation, the leftmost robot (from the door) must move to the right, but the same move will leave the space unfilled in the latter scenario. So the configuration $<10D111111...>$ must be avoided by the algorithm; this implies that the only correct penultimate configuration when the door is the third cell is $<11D011111...>$. Extending this argument inductively, the only correct penultimate configuration when the door is the $2i + 1$-th cell ($0 \leq i < m$), is the one where $d_{2i+1} = D$, $d_{2(i+1)} = 0$, and all other $d_j$’s are 1. Hence the only correct penultimate configuration when the door is the $2(m-1)+1$-th cell, must be $<1111111D01...>$. Notice that this configuration is indistinguishable from $<11111110D...>$ which thus must be avoided by the algorithm. However this is
Theorem 2. In the case of multiple doors, it is impossible for asynchronous sensors to solve the filling problem avoiding collisions, if the visibility radius is less than two. The result holds even if the sensors have distinct visible identities and each sensor has an unbounded amount of memory.

Proof. (Sketch) By contradiction, let $P$ be a correct filling protocol for asynchronous sensors in simply-connected orthogonal spaces with multiple doors. Consider the space consisting of a single line of pixels, with a door at each end. Since the sensors at one door do not know of the existence of the other door, $P$ must force the sensor initially at the left door (sensor ‘a’) to move towards the right end of the line (as in the case when there is no right door: figure 3(a)). Similarly, the protocol must force the sensor initially at the right door (sensor ‘b’) to move into the corridor towards the left end of the line (figure 3(b)). Thus, if both doors were present the sensors ‘a’ and ‘b’ must move towards each other. It is possible for an adversary to schedule the activations of the sensors (i.e., to choose the finite delays between successive activity cycles) so as to generate the situation where both ‘a’ and ‘b’ are about to enter the same empty cell that lies between them (see figure 3(c)). Since the visibility is less than two, they do not see each other but only the empty cell. By scheduling both sensors to move at the same time, the adversary generates a collision during the execution of $P$; this contradicts the assumption that $P$ is correct and thus collision-free. Notice that even if the sensors remember a complete history of their past moves and have distinct visible IDs, the collision can not be avoided.

Theorem 3. If sensors entering from distinct doors are indistinguishable from each other, then there is no collision-free solution to the filling problem for multiple doors. The result holds irrespective of the visibility range of the sensors.

Proof. Consider the space $S$ consisting of a single column of $n - 2$ cells ($n > 2$) and two extra cells adjacent to the column—one on the left and one on the right (see Figure 4). We consider three cases: (i) The cell on the left of the column
is the only door, (ii) The cell on the right is the only door, and (iii) Both the
cells to the left and the right of the column are doors. As before we consider the
penultimate configuration reached by any correct filling algorithm for each of
these cases, shown in Figure 4(a), (b) and (c) respectively. Notice that there is
only one cell adjacent to the door in each case and thus this cell must be empty
in the penultimate configuration. For cases (i) and (iii), let ‘a’ be the sensor
currently at the door on the left. For cases (ii) and (iii), let ‘b’ be the sensor
currently at the door on the right. It is possible for an adversary to schedule the
activation of the sensors in such a way that both ‘a’ and ‘b’ become active for the
first time only after reaching the penultimate configuration. Thus, neither sensor
has any past history and any decision taken by sensor ‘a’ (or sensor ‘b’) would
depend only on the current configuration. Notice that the current configuration
in the three cases are indistinguishable from each other. So, sensor ‘a’ would take
the same decision for case (i) and (iii). Similarly, sensor ‘b’ must take the same
decision in case (ii) and (iii). If one of the sensors decides not to move to the
empty cell, then the space remains unfilled in at least one of scenarios. On the
other hand, if both decide to move, the adversary can force a collision for case
(iii), by scheduling them to move at the same time.

In Section 5 we show that if the sensors have visibility radius at least two and
sensors coming from distinct doors are distinguishable then there is a solution
to the filling problem for any connected space with any number of doors.

4 Filling Algorithm: Single Door

In this section we consider the case when is only one door through which the
sensors enter the space. We show that visibility radius of one and a constant
amount of memory for each sensor, is sufficient in this case. Each sensor just
needs one bit of memory, to remember its last location, so that it never back-
tracks. The idea of the algorithm (SINGLE) is to move the robots along the
Algorithm 1. SINGLE

Meta-Rule:

- A sensor never backtracks.

Rules: A sensor $r$ in pixel $p_{i,j}$ executes the following rules:

if $(p_{i+1,j}$ is empty) then
  $r$ moves to $p_{i+1,j}$.
else if $(p_{i-1,j}$ is empty) then
  $r$ moves to $p_{i-1,j}$.
else if $(p_{i,j-1}$ is empty) \&
          $(p_{i-1,j-1}$ is obstacle) \lor $(p_{i-1,j}$ is obstacle)) then
  $r$ moves to $p_{i,j-1}$.
else if $(p_{i,j+1}$ is empty) \&
          $(p_{i-1,j+1}$ is obstacle) \lor $(p_{i-1,j}$ is obstacle)) then
  $r$ moves to $p_{i,j+1}$.
else
  $r$ does not move.
end if

paths in $G$, starting from the node containing the door. Since the sensor can see the eight neighboring pixels, it can determine when it has reached an entry point.

Following the rules of algorithm SINGLE, any path of consecutive pixels in the space on which a sensor is allowed to travel is called a valid path. Notice that any valid path corresponds to some path in $G$.

Theorem 4. Algorithm SINGLE solves the filling problem for any space of size $n$ and a single door, without any collisions and using $n$ sensors each having a constant amount of memory and a visibility radius of one.

5 Filling Algorithm: Multiple Doors

If there are multiple doors, then we know that the sensors must have a visibility radius of at least two and they should not be indistinguishable. We assume sensors coming from different doors have different colors and each sensor has visibility radius of two. Our algorithm for this case, uses the following restriction on the movement of the sensors.

Meta-Rule. “A sensor may not move until its previous position is occupied”.

The idea of our algorithm (called algorithm MULTIPLE) is sketched here. Sensors coming from different doors (i.e. sensors of different colors) follow distinct paths in $G$ and these paths do not intersect. In other words, we ensure that the cells visited by sensors of color $c_i$ are occupied by sensors of the same color (and never by sensors of any other color). Thus, a sensor before moving to a pixel $p_{i,j}$ needs to determine if this pixel was visited by sensors of another color. We show
Fig. 5. Sensor $r$ needs to check cells 1, 2, and 3. The sensor (of the same color) that last visited $p_{i,j}$ must be in one of these locations.

Fig. 6. (i) To determine if $p_{i,j}$ was visited by sensor $b$, sensor $r$ should be able to see both $b$ and its successor $b'$. (ii) If $b'$ has moved out of the visibility range of $r$ then there must be a sensor of the same color in cell P (or $P'$).

Fig. 7. If $b'$ has moved out of the visibility range of $r$ then there must be a sensor of the same color in the cell marked P.
a sensor $r$ of color $c_r$ can always determine if the next pixel $p_{i,j}$ (in one of its valid paths) was visited by sensors of the same color (see Figure 5). In that case, the sensor $r$ moves to the pixel $p_{i,j}$. Otherwise there may be two cases: (i) either pixel $p_{i,j}$ was visited by sensors of another color or (ii) pixel $p_{i,j}$ was never visited before. In the first case, sensor $r$ does not move to pixel $p_{i,j}$ and searches for alternate paths. In the second case, sensor $r$ needs to take a decision based on whether there are other sensors waiting to move into pixel $p_{i,j}$. In case there are two or more sensors in cells neighboring an unvisited pixel $p_{i,j}$, the sensors are assigned priorities based whether they are coming from the left, right, top or bottom (in that order). The sensor with the highest priority (among those sensors for whom $p_{i,j}$ is a valid move) moves to pixel $p_{i,j}$. Notice that it may not be always possible for a sensor $r$ to determine if its neighbor pixel $p_{i,j}$ is unvisited or has been visited by a sensor of another color (see Figure 6). If that is the case, then sensor $r$ simply waits until the situation changes (so that it is able to take a decision). We shall show that such waiting never results in a deadlock, as the sensor with the highest priority to move is always able to decide, without waiting.

The formal description of algorithm MULTIPLE is given in Algorithm 2. The functions isValidUp(), isValidDown(), isValidLeft() and isValidRight() express how the sensor makes a decision if it can move or not to a specific neighboring pixel. We use the following notations in the algorithm:

- $r.\text{Color}$ is the color of the door sensor $r$ came from.
- If a pixel $p_{i,j}$ is occupied by some sensor $r$, then $(p_{i,j}).\text{Color} = r.\text{Color}$.
- Otherwise $(p_{i,j}).\text{Color} = \text{None}$.

**Algorithm 2. MULTIPLE**

**Meta-Rules:**

- A sensor never backtracks.
- A sensor does not move if its previous position is empty.

**Rules:** A sensor $r$ in a pixel $p_{i,j}$ of $l^k_j$ executes the following:

```java
if isValidUp( r ) then
  r moves to $p_{i+1,j}$.
else if isValidDown( r ) then
  r moves to $p_{i-1,j}$.
else if isValidLeft( r ) then
  r moves to $p_{i,j-1}$.
else if isValidRight( r ) then
  r moves to $p_{i,j+1}$.
else
  r does not move.
end if
```

**Proposition 5.** The following properties hold during the execution of the algorithm MULTIPLE.

This is the only way to avoid collision as well as ensure progress of the algorithm.
Algorithm 3. Function IsValidDown($<\text{sens}>$)

```c
bool IsValidDown( r ){
    if $p_{i-1,j}$ is occupied then
        return false
    else if ( ($p_{i-2,j}$ is empty) \&
               ( ($p_{i-1,j-1}$ is empty) \lor ($p_{i-1,j-1}$ is not obstacle) \lor
                 ($p_{i-2,j}$ is not obstacle) ) ) \&
               ( ($p_{i-1,j+1}$ is empty) \lor ($p_{i,j+1}$ is not obstacle) \lor
                 ($p_{i-2,j}$ is not obstacle) ) ) then
        return true
    else if ( ($p_{i-2,j}.Color \neq r.Color$) \lor
               ( ($p_{i-2,j-1}$ is obstacle) \lor ($p_{i-2,j}$ is obstacle) ) \&
                ($p_{i-1,j-1}.Color \neq r.Color$) ) \lor
               ( ($p_{i-2,j+1}$ is obstacle) \lor ($p_{i-2,j}$ is obstacle) ) \&
                ($p_{i-1,j+1}.Color \neq r.Color$) ) ) then
        return true
    else
        return false
}
```

Algorithm 4. Function IsValidUp($<\text{sens}>$)

```c
bool IsValidUp( r ){
    if $p_{i+1,j}$ is occupied then
        return false
    else if ( ($p_{i+2,j}$ is empty) \&
               ( ($p_{i+1,j-1}$ is empty) \lor ($p_{i,j-1}$ is not obstacle) ) \&
                ( ($p_{i+1,j+1}$ is empty) \lor ($p_{i,j+1}$ is not obstacle) ) ) ) then
        return true
    else if ( ($p_{i,j-1}$ is obstacle) \&
               ($p_{i+1,j-1}$ is obstacle) ) \&
                ($p_{i,j+1}$ is obstacle) \&
                ($p_{i+1,j+1}$ ) ) then
        return true
    else if ( ($p_{i-1,j}$ is obstacle) \&
               ($p_{i+1,j-1}$ is occupied) ) \&
                ($p_{i,j+1}$ is obstacle) \&
                ($p_{i+1,j+1}$ ) ) then
        return false
    else if ( ($p_{i,j-1}$ is obstacle) \&
               ($p_{i+1,j-1}$ is occupied) ) \&
                ($p_{i+1,j-2}$ ) \&
                ($p_{i+2,j} ) \&
                ($p_{i+1,j+1}$ ) ) then
        return false
    else
        return true
}
```
Algorithm 5. Function IsValidLeft(<sensor>)

```cpp
bool IsValidLeft(<sensor> r) {
    if ( (p_{i,j-1} is occupied) ∨
         ( (p_{i-1,j-1} is not obstacle) ∧ (p_{i-1,j} is not obstacle) ) ) then
        return false
    else if ( (p_{i+1,j-1} is empty) ∧ (p_{i-1,j-1} is empty) ∧
              ( (p_{i,j-2} is empty) ∨
                ( (p_{i-1,j-2} is not obstacle) ∧ (p_{i-1,j-1} is not obstacle) ) ) ) then
        return true
    else if ( ( (p_{i+1,j-1}).Color = r.Color ) ∨ ( (p_{i-1,j-1}).Color = r.Color ) ∨
              ( (p_{i,j-2}).Color = r.Color ) ∧
              ( (p_{i-1,j-2} is obstacle) ∨ (p_{i-1,j-1} is obstacle) ) ) ) then
        return true
    else if ( (p_{i,j-2} is occupied) ∧
              ( (p_{i-1,j-2} is obstacle) ∨ (p_{i-1,j-1} is obstacle) ) ) ) then
        return false
    else
        return true
    end if
}
```

(i) A sensor r can always determine if a neighboring pixel \( p_{i,j} \) was visited by
sensors from the same door.
(ii) The sensor r having the highest priority to move into a pixel \( p_{i,j} \) can always
determine if the pixel \( p_{i,j} \) is unvisited or not.
(iii) Two sensors from different doors never visit the same pixel (i.e. no inter-
sections).
(iv) Two sensors are never in the same pixel at the same time (i.e. no
collisions).

Proposition 6. The algorithm MULTIPLE terminates in a finite time.

Based on the facts that there are no collisions and the sensors never re-visit the
same pixel, we can prove this proposition in the same way as for the previous
algorithm.

Proposition 7. On termination of algorithm MULTIPLE, there are no empty
pixels in the space.
Algorithm 6. Function IsValidRight( <sensor> )

```c
bool IsValidRight( r ){
    if ( (p_{i,j+1} is occupied) ∨
        ( (p_{i-1,j+1} is not obstacle) ∧ (p_{i-1,j} is not obstacle) ) ) then
        return false
    else if ( (p_{i+1,j+1} is empty) ∧ (p_{i-1,j+1} is empty) ∧
        ( (p_{i,j+2} is empty) ∨
        ( (p_{i-1,j+2} is not obstacle) ∧ (p_{i-1,j+1} is not obstacle) ) ) ) then
        return true
    else if ( ( (p_{i,j+1}).Color = r.Color ) ∨ ( (p_{i-1,j+1}).Color = r.Color ) ∨
        ( (p_{i,j+2}).Color = r.Color ) ∧
        ( ( (p_{i-1,j+1}).Color = (p_{i-1,j+2}).Color ) ∧
        ( (p_{i-1,j+2} is obstacle) ∨ (p_{i-1,j+1} is obstacle) ) ) ∨
        ( ( (p_{i,j+1}).Color = (p_{i-1,j+1}).Color ) ∧
        ( (p_{i,j+2}).Color = (p_{i-2,j+1}).Color ) ∧
        ( (p_{i-1,j+2} is obstacle) ) ∨
        ( ( (p_{i-1,j+1}).Color = (p_{i+1,j+2}).Color ) ∧
        ( (p_{i-1,j+2} is obstacle) ∨ (p_{i-1,j+1} is obstacle) ) ) ∨
        ( ( (p_{i,j+1}).Color = (p_{i-1,j+1}).Color ) ∧
        ( ( (p_{i,j+2}).Color = (p_{i-2,j+1}).Color ) ∧
        ( (p_{i-1,j+1} is obstacle) ∨ (p_{i-2,j+2} is obstacle) ) ∨
        ( ( (p_{i+1,j+1}).Color = (p_{i-1,j+1}).Color ) ∨
        ( (p_{i,j+1}).Color = (p_{i-1,j+1}).Color ) ∨
        ( ( (p_{i,j+1}).Color = (p_{i+1,j+2}).Color ) ∧
        ( (p_{i-1,j+2} is obstacle) ∨ (p_{i,j+2} is obstacle) ) ) ) ) then
        return false
    else
        return true
}
```

Finally, we have the following result regarding the correctness of our algorithm.

**Theorem 5.** The algorithm MULTIPLE completely fills any connected space, without collisions, even when the sensors enter from multiple doors (assuming they have distinct colors). The algorithm requires $n$ sensors each having visibility radius two and a constant amount of memory.

### 6 Conclusions and Open Problems

We have shown that, for uniform dispersal in simply connected orthogonal spaces, synchronicity and explicit communication are not necessary, while persistent memory is needed. More precisely, we have presented localized algorithms
(one in the case of a single entry point, and one in the case of multiple entry points) that allow asynchronous mobile sensors to fill simply connected orthogonal spaces of unknown shape; the sensors do so without collisions and without any explicit direct communication, endowed with only $O(1)$ bits of persistent memory and $O(1)$ visibility radius. In both cases, the protocols are memory- and radius- optimal; in fact, we have shown that filling is impossible without persistent memory (even if visibility is unlimited); it is also impossible with less visibility than that used by our algorithms (even if memory is unbounded).

There are many interesting research problem still open. For example, orthogonal spaces that are not simply connected (i.e., containing holes) can be filled by synchronous sensors [11], but asynchronous solutions are not yet available. The study of the filling problem in more general classes of spaces is still open both in the synchronous and asynchronous settings. Another interesting direction for future research is to study the impact of having communication capabilities.
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Abstract. Suppose that a cup is installed at every point of a planar set \( P \), and that somebody pours water into the cups. The total rate at which the water flows into the cups is 1. A player moves in the plane with unit speed, emptying the cups. At any time, the player sees how much water there is in every cup. The player has no information on how the water will be poured into the cups in the future; in particular, the pouring may depend on the player’s motion. The backlog of the player is the maximum amount of water in any cup at any time, and the player’s objective is to minimise the backlog. Let \( D \) be the diameter of \( P \). If the water is poured at the rate of \( \frac{1}{2} \) into the cups at the ends of a diameter, the backlog is \( \Omega(D) \). We show that there is a strategy for the player that guarantees the backlog of \( O(D) \), matching the lower bound up to a multiplicative constant. Note that our guarantee is independent of the number of the cups.

1 Introduction

Consider a wireless sensor network where each sensor node stores data locally on a flash memory card \([1,2,3,4,5]\). To conserve energy, radio communication is only used for control information; for example, each network node periodically reports the amount of data stored on the memory card. We have one maintenance man who visits the sensors and physically gathers the information stored on the memory cards. The maximum amount of data produced at a sensor between consecutive visits – the backlog – determines how large memory cards are needed. In this work we study the problem of designing a route for the maintenance man to minimise the backlog.

If each device produces data at the same constant rate, then we have an offline optimisation problem which is exactly the travelling salesman problem: find a minimum-length tour that visits each device.

However, in the general case, the data rate may vary from time to time and from device to device; for example, a motion-tracking application produces data only when there is a monitored entity in the immediate neighbourhood of the sensor. We arrive at an online problem: guide the maintenance man so that the maximum backlog is minimised, using only the information on the current backlog.
We only assume that we know the total volume of the data that is gathered on the memory cards in one time unit; we assume nothing about the distribution of the data. For example, our network could be tracking a constant number of moving objects, and each of the objects produces data at a constant rate at its nearest sensor; we assume nothing about how the objects move. At first glance assuming so little may seem overly cautious, but as we shall see, we can nevertheless obtain strong positive results.

Our primary interest is in the scalability of the system. Trivially, doubling the total rate of the data means that the backlog may double as well. We focus on the effect of increasing the number of sensor devices and increasing the physical area within which the devices are installed.

Surprisingly, it turns out that if the diameter of the physical area is fixed and the total rate at which the data accumulates at the devices is fixed, we can guarantee a certain amount of backlog regardless of the number or placement of the sensors. The adversary can install any number of sensors in arbitrary locations, and the adversary can also change the distribution of the data depending on the activities of our maintenance man; nevertheless, we can keep the backlog below a certain level.

As a direct consequence, the backlog increases only linearly in the diameter of the physical area. If the diameter is doubled, we only need to double the speed of our maintenance man – or double the size of the memory cards.

1.1 Problem Formulation and Contribution

Formally, the minimum backlog game is defined as follows. Because of historical precedent [6,7], we use cups and water instead of sensor devices and data.

**Definition 1 (Minimum backlog game).** Let $P \subset \mathbb{R}^2$ be a finite planar set. There is a cup on each point in $P$. The adversary pours water into the cups $P$; the total rate at which the water is poured into the cups is 1. The player moves in the plane with unit speed, starting at an arbitrary point. Whenever the player visits a cup, the cup is emptied. The goal of the player is to keep the maximum level of water in any cup at any time as low as possible.

Let $D$ be the diameter of $P$. Clearly, the adversary can ensure that some cup at some time will contain $\Omega(D)$ water: the adversary may just take two cups that define the diameter of $P$, and pour water with the rate $1/2$ into each of them. In this paper, we prove that the player can match this, up to a multiplicative constant.

**Theorem 1.** The player has a strategy which guarantees that no cup ever contains more than $O(D)$ units of water.

We emphasise that the result does not depend on the number of cups in the set, but just on its diameter.

1.2 Comparison with Previous Work

In the discrete version of the game [7], the cups are installed at the nodes of a graph. The game proceeds in time steps; in each step the adversary pours a
total of 1 water, while the player moves from a node to an adjacent node. The competitive ratio of any algorithm has a lower bound of $\Omega(\Delta)$, where $\Delta$ is the diameter of the graph [7]. This motivated determining a strategy for the player that guarantees a uniform upper bound on the backlog.

In an arbitrary graph on $n$ nodes, the deamortization analysis of Dietz and Sleator [8] leads to a strategy that guarantees $O(\Delta \log n)$ backlog. In certain graphs (stars) the adversary can guarantee a matching $\Omega(\Delta \log n)$ lower bound. The main contribution of Bender et al. [7] was an algorithm achieving a backlog of $O(n \sqrt{\log \log n})$ in the case when the graph is an $n$-by-$n$ grid. It was sketched how to extend the regular-grid approach to the game on a general planar set $P$ to guarantee a backlog of $O(D \sqrt{\log \log |P|})$, where $D$ is the diameter of $P$.

Our strategy guarantees a backlog of $O(D)$, independent of the number of cups. The strategy consists of a set of coroutines, each responsible for clearing water of certain age. Similarly to prior work [7], we compare the performance of the coroutines to that of a player in an “imaginary” game. We give bounds on the performance of each of the coroutines, combining them into the bound for the topmost algorithm.

2 Preliminaries

We define the concept of a $(\tau, k)$-game, forming the basis of our analysis. We give a preliminary lemma about the performance of the player in the game; the lemma is a direct extension of a result of Dietz and Sleator [8]. We also recall a result of Few [9] stating that for any planar set $Q$ there exists a cycle through $Q$ of length $O(\text{diam}(Q) \sqrt{\log |Q|})$.

2.1 The $(\tau, k)$-Game

For each $\tau \in \mathbb{R}$, $k \in \mathbb{N}$ we define the $(\tau, k)$-game as follows.

**Definition 2.** There is a set of cups, initially empty, not located in any particular metric space. At each time step the following takes place, in this order:

1. The adversary pours a total of $\tau$ units of water into the cups. The adversary is free to distribute the water in any way he likes.
2. The player empties $k$ fullest cups.

The game is discrete – the player and the adversary take turns making moves during discrete time steps. The next lemma bounds the amount of water in any cup after few steps of the game.

**Lemma 1.** The water level in any cup after $r$ complete time steps of the $(\tau, k)$-game is at most $H_r \tau/k$, where $H_r$ is the $r$th harmonic number.

**Proof.** We follow the analysis of Dietz and Sleator [8, Theorem 5]. Consider the water levels in the cups after the time step $j$. Let $X_j^{(i)}$ be the amount of water in the cup that is $i$th fullest, and let

$$S_j = \sum_{i=1}^{(r-j)k+1} X_j^{(i)}$$
be the total amount of water in \((r - j)k + 1\) fullest cups at that time. Initially, 
\(j = 0, X_0^{(i)} = 0,\) and \(S_0 = 0.\)

Let us consider what happens during the time step \(j \in \{1, 2, \ldots, r\}\). The adversary pours \(\tau\) units of water; the total amount of water in \((r - j + 1)k + 1\) fullest cups is therefore at most \(S_{j-1} + \tau\) after the adversary’s move and before the player’s move (the worst case being that the adversary pours all water into \((r - j + 1)k + 1\) fullest cups).

Then the player empties \(k\) cups. The \(k\) fullest cups contained at least a fraction \(k/((r - j + 1)k + 1)\) of all water in the \((r - j + 1)k + 1\) fullest cups; the remaining \((r - j)k + 1\) cups are now the fullest. We obtain the inequality

\[
S_j \leq \left(1 - \frac{k}{(r - j + 1)k + 1}\right) (\tau + S_{j-1})
\]

or

\[
\frac{S_j}{(r - j)k + 1} \leq \frac{\tau}{(r - j + 1)k + 1} + \frac{S_{j-1}}{(r - j + 1)k + 1}.
\]

Therefore the fullest cup after time step \(r\) has the water level at most

\[
X_r^{(1)} = \frac{S_r}{k(r - r)} + 1 \\
\leq \frac{\tau}{1k + 1} + \frac{\tau}{2k + 1} + \ldots + \frac{\tau}{rk + 1} + \frac{S_0}{rk + 1} \\
\leq \frac{\tau}{k} \left(\frac{1}{1} + \frac{1}{2} + \ldots + \frac{1}{r}\right).
\]

\[\Box\]

2.2 Few’s Lemma

Our strategy for the minimum backlog game invokes a number of coroutines at different moments of time. The following result by Few [9] provides the basis of the proof that the execution of the coroutines can indeed be scheduled as we define.

Lemma 2. [9, Theorem 1] Given \(n\) points in a unit square, there is a path through the \(n\) points of length not exceeding \(\sqrt{2n} + 1.75\).

We make use of the following corollary.

Corollary 1. Let \(S\) be a \(D \times D\) square. Let \(i \in \{0, 1, \ldots\}\). Let \(Q \subset S\) be a planar point set with \(|Q| = 25^i\) and \(\text{diam}(Q) = D\). For any point \(p \in S\) there exists a closed tour of length at most \(5^{i+1}D\) that starts at \(p\), visits all points in \(Q\), and returns to \(p\).

Proof. If \(i > 0\), by Lemma 2 there is tour of length at most

\[
(\sqrt{2(25^i + 1)} + 1.75 + \sqrt{2}) D \leq 5^{i+1} D
\]

that starts at \(p\), visits all points in \(Q\), and returns to \(p\). If \(i = 0\), there is a tour of length \(2\sqrt{2D} \leq 5D\) through \(p\) and \(|Q| = 1\) points.
3  The Strategy

The player’s strategy is composed from a number of coroutines, which we label with \( i \in \{0, 1, \ldots \} \). The coroutine \( i \) is invoked at times \((10L + \ell)\tau_i\) for each \( L \in \{0, 1, \ldots \} \) and \( \ell \in \{1, 2, \ldots, 10\} \). Whenever a lower-numbered coroutine is invoked, higher-numbered coroutines are suspended until the lower-numbered coroutine returns.

We choose the values \( \tau_i \) as follows. For \( i \in \{0, 1, 2, \ldots \} \), let

\[
    k_i = 25^i,
    \tau_i = \left(\frac{2}{5}\right)^i \cdot 10Dk_i = 10^i \cdot 10D.
\]

For \( L \in \{0, 1, \ldots \} \) and \( \ell \in \{1, 2, \ldots, 10\} \), define \((i, L, \ell)\)-water to be the water that was poured during the time interval \([10L\tau_i, (10L + \ell)\tau_i]\).

3.1  The Coroutine \( i \)

The coroutine \( i \) performs the following tasks when invoked at time \((10L + \ell)\tau_i\):

1. Determine which \( k_i \) cups to empty. The coroutine chooses to empty \( k_i \) cups with the largest amount of \((i, L, \ell)\)-water.
2. Choose a cycle of length at most \( \tau_i / 2^{i+1} \) which visits the \( k_i \) cups and returns back to the original position. This is possible by Corollary 1 because \( 5^{i+1}D = \tau_i / 2^{i+1} \).
3. Guide the player through the chosen cycle.
4. Return.

Observe that when a coroutine returns, the player is back in the location from which the cycle started. Therefore invocations of lower-numbered coroutines do not interfere with any higher-number coroutines which are currently suspended; they just delay the completion of the higher-numbered coroutines.

The completion is not delayed for too long. Indeed, consider a time period \([j\tau_i, (j + 1)\tau_i]\) between consecutive invocations of the coroutine \( i \). For \( h \in \{0, 1, \ldots, i\} \), the coroutine \( h \) is invoked \( 10^{i-h} \) times during the period. The cycles of the coroutine \( h \) have total length at most

\[
    10^{i-h}\tau_h / 2^{h+1} = \tau_i / 2^{h+1}.
\]

In grand total, all coroutines \( 0, 1, \ldots, i \) invoked during the time period take time

\[
    \sum_{h=0}^{i} \tau_i / 2^{h+1} < \tau_i.
\]

Therefore all coroutines invoked during the time period are able to complete within it. This proves that the execution of the coroutines can be scheduled as described.
4 Analysis

We now analyse the backlog under the above strategy. For any points in time $0 \leq t_1 \leq t_2 \leq t_3$, we write $W([t_1, t_2], t_3)$ for the maximum per-cup amount of water that was poured during the time interval $[t_1, t_2]$ and is still in the cups at time $t_3$.

We need to show that $W([0, t], t)$ is bounded by a constant that does not depend on $t$. To this end, we first bound the amount of $(i, L, \ell)$-water present in the cups at the time $(10L + \ell + 1)\tau_i$. Then we bound the maximum per-cup amount of water at an arbitrary moment of time by decomposing the water into $(i, L, \ell)$-waters and a small remainder.

We make use of the following simple properties of $W([\cdot, \cdot], \cdot)$. Consider any four points in time $0 \leq t_1 \leq t_2 \leq t_3 \leq t_4$. First, the backlog for old water is nonincreasing: $W([t_1, t_2], t_4) \leq W([t_1, t_2], t_3)$. Second, we can decompose the backlog into smaller parts: $W([t_1, t_3], t_4) \leq W([t_1, t_2], t_4) + W([t_2, t_3], t_4)$.

4.1 $(i, L, \ell)$-Water at Time $(10L + \ell + 1)\tau_i$

Let $i \in \{0, 1, \ldots\}$, $L \in \{0, 1, \ldots\}$, and $\ell \in \{1, 2, \ldots, 10\}$. Consider $(i, L, \ell)$-water and the activities of the coroutine $i$ when it was invoked at the times $(10L + 1)\tau_i$, $(10L + 2)\tau_i$, $\ldots$, $(10L + \ell)\tau_i$.

The crucial observation is the following. By the time $(10L + \ell + 1)\tau_i$, the coroutine $i$ has, in essence, played a $(\tau_i, k_i)$-game for $\ell$ rounds with $(i, L, \ell)$-water. The difference is that the coroutine cannot empty the cups immediately after the adversary’s move; instead, the cup-emptying takes place during the adversary’s next move. Temporarily, some cups may be fuller than in the $(\tau_i, k_i)$-game. However, once we wait for $\tau_i$ time units to let the coroutine $i$ complete its clean-up tour, the maximum level of the water that has arrived before the beginning of the clean-up tour is at most that in the $(\tau_i, k_i)$-game.

The fact that the emptying of the cups is delayed can only hurt the adversary, as during the clean-up tour the player may also accidentally undo some of the cup-filling that the adversary has performed on his turn. The same applies to the intervening lower-numbered coroutines.

Therefore, by Lemma 1, we have

$$W([10L\tau_i, (10L + \ell)\tau_i], (10L + \ell + 1)\tau_i) \leq H_\ell \cdot \tau_i/k_i < 3\tau_i/k_i. \quad (1)$$

4.2 Decomposing Arbitrary Time $t$

Let $t$ be an arbitrary instant of time. We can write $t$ as $t = T\tau_0 + \epsilon$ for a nonnegative integer $T$ and some remainder $0 \leq \epsilon < \tau_0$. Furthermore, we can represent the integer $T$ as

$$T = \ell_0 + 10\ell_1 + \cdots + 10^N\ell_N$$

for some integers $N \in \{0, 1, \ldots\}$ and $\ell_i \in \{1, 2, \ldots, 10\}$. Since the range is $1 \leq \ell_i \leq 10$, not $0 \leq \ell_i \leq 9$, this is not quite the usual decimal representation; we chose this range for $\ell_i$ to make sure that $\ell_i$ is never equal to 0.
We also need partial sums

\[ L_i = \ell_{i+1} + 10\ell_{i+2} + \cdots + 10^{N-i-1}\ell_N. \]

Put otherwise, for each \( i \in \{0, 1, \ldots, N\} \) we have

\[ T = \ell_0 + 10\ell_1 + \cdots + 10^i\ell_i + 10^{i+1}L_i \]

and therefore

\[ t = \epsilon + \ell_0\tau_0 + \ell_1\tau_1 + \cdots + \ell_N\tau_N \]

\[ = \epsilon + \ell_0\tau_0 + \ell_1\tau_1 + \cdots + \ell_i\tau_i + 10L_i\tau_i. \]

We partition the time from 0 to \( t-\epsilon \) into long and short periods. The long period \( i \in \{0, 1, \ldots, N\} \) is of the form \([10L_i\tau_i, (10L_i + \ell_i - 1)\tau_i]\) and the short period \( i \) is of the form \([10(L_i + \ell_i - 1)\tau_i, (10L_i + \ell_i)\tau_i]\). See Fig. 1 for an illustration. Short periods are always nonempty, but the long period \( i \) is empty if \( \ell_i = 1 \).

### 4.3 Any Water at Arbitrary Time \( t \)

Now we make use of the decomposition of an arbitrary time interval \([0, t]\) defined in the previous section: we have long periods \( i \in \{0, 1, \ldots, N\} \), short periods \( i \in \{0, 1, \ldots, N\} \), and the remainder \([t-\epsilon, t]\).

Consider the long period \( i \). We bound the backlog from this period by considering the point in time \((10L_i + \ell_i - 1)\tau_i \leq t\). If the period is nonempty, that is, \( \ell_i > 1 \), then we have by (1)

\[ W\left( [10L_i\tau_i, (10L_i + \ell_i - 1)\tau_i], t \right) \leq W\left( [10L_i\tau_i, (10L_i + \ell_i - 1)\tau_i], (10L_i + \ell_i)\tau_i \right) < 3\tau_i/k_i. \]  

(2)

Naturally, if the period is empty, then (2) holds as well.

Consider a short period \( i > 0 \). It will be more convenient to write the short period in the form \([10L_i'\tau_{i-1}, (10L_i' + 10)\tau_{i-1}]\) where \( L_i' = 10L_i + \ell_i - 1 \) is a nonnegative integer (this is illustrated in Fig. 1 for \( i = 3 \)). We bound the backlog from this period by considering the point in time \((10L_i' + 11)\tau_{i-1} \leq t\). By (1) we have

\[ W\left( [10L_i + \ell_i - 1)\tau_i, (10L_i + \ell_i)\tau_i], t \right) \]

\[ = W\left( [10L_i'\tau_{i-1}, (10L_i' + 10)\tau_{i-1}], t \right) \]

\[ \leq W\left( [10L_i'\tau_{i-1}, (10L_i' + 10)\tau_{i-1}], (10L_i + 11)\tau_{i-1} \right) < 3\tau_{i-1}/k_{i-1}. \]  

(3)

Next consider the short period \( i = 0 \). We have the trivial bound \( \tau_0 \) for the water that arrived during the period. Therefore

\[ W\left( [(10L_0 + \ell_0 - 1)\tau_0, (10L_0 + \ell_0)\tau_0], t \right) \leq \tau_0. \]  

(4)

Finally, we have the time segment from \( t-\epsilon \) to \( t \). Again, we have the trivial bound \( \epsilon \) for the water that arrived during the time segment. Therefore

\[ W\left( [t-\epsilon, t], t \right) \leq \epsilon < \tau_0. \]  

(5)
(10L_0 + \ell_0)\tau_0 = T\tau_0 = t - \epsilon

\tau_0
\tau_1
\tau_2
\tau_3

(10L_2 + \ell_2)\tau_2 = 10L_1\tau_1

(10L_2 + \ell_2 - 1)\tau_2
(10L_2 + 1)\tau_2

(10L_3 + \ell_3)\tau_3 = 10L_2\tau_2

(10L_3 + \ell_3 - 1)\tau_3
(10L_3 + 1)\tau_3

10L_3\tau_3 = 0

Fig. 1. Decomposition of the time; in this example, N = 3. The illustration is not in scale; actually \tau_i = 10\tau_{i-1}.
Now we can obtain an upper bound for the backlog at time $t$. Summing up (2), (3), (4), and (5), we have the maximum backlog

$$W([0, t], t) \leq \sum_{i=0}^{N} W([10L_i\tau_i, (10L_i + \ell_i - 1)\tau_i], t)$$

$$+ \sum_{i=0}^{N} W([10L_i + \ell_i - 1)\tau_i, (10L_i + \ell_i)\tau_i], t)$$

$$+ W([t - \epsilon, t], t)$$

$$\leq \sum_{i=0}^{N} 3\tau_i/k_i + \sum_{i=1}^{N} 3\tau_{i-1}/k_{i-1} + 2\tau_0$$

$$\leq \sum_{i=0}^{\infty} 6\tau_i/k_i + 2\tau_0$$

$$= 60D \sum_{i=0}^{\infty} (2/5)^i + 20D = 120D = O(D).$$

5 Conclusions

We have shown that the player in the minimum backlog game has a strategy where the backlog does not depend on the number of cups, but only on the diameter of the cups set. This implies that the backlog scales linearly with the diameter of the area.

An interesting open question is the scalability in the number of players. If we have four players instead of one, we can divide the area into four parts and assign each player into one of the parts; this effectively halves the diameter and thus halves the backlog. It remains to be investigated whether we can exploit multiple players in a more efficient manner.
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